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Résumé
Arnold a démontré l’existence de solutions quasipériodiques dans le problème planétaire à trois
corps plan, sous réserve que la masse de deux des corps, les planètes, soit petite par rapport à
celle du troisième, le Soleil. Cette condition de petitesse dépend de façon cachée de la largeur
d’analyticité de l’hamiltonien du problème, dans des coordonnées transcendantes. Hénon ex-
plicita un rapport de masses minimal nécessaire à l’application du théorème de Arnold. L’objectif
de cette thèse sera de donner une condition suffisante sur les rapports de masses. Une première
partie de mon travail consiste à estimer cette largeur d’analyticité, ce qui passe par l’étude précise
de l’équation de Kepler dans le complexe, ainsi que celle des singularités complexes de la fonction
perturbatrice. Une deuxième partie consiste à mettre l’hamiltonien sous forme normale, dans
l’optique d’une application du théorème KAM (du nom de Kolmogorov-Arnold-Moser). Il est
nécessaire d’étudier le hamiltonien séculaire pour le mettre sous une forme normale adéquate.
On peut alors quantifier la non-dégénérescence de l’hamiltonien séculaire, ainsi qu’estimer la
perturbation. Enfin, il faut démontrer une version quantitative fine du théorème KAM, inspirée
de Pöschel, avec des constantes explicites. A l’issue de ce travail, il est montré que le théorème
KAM peut être appliqué pour des rapports de masses entre planètes et étoile de l’ordre de 10−85.

Abstract
Arnold showed the existence of quasi-periodic solutions in the plane planetary three-body prob-
lem, provided that the mass of two of the bodies, the planets, is small compared to the mass of
the third one, the Sun. This smallness condition depends in a sensitive way on the analyticity
widths of the Hamiltonian of the three-body problem, expressed with the help of some tran-
scendental coordinates. Hénon gave a minimal ratio of masses necessary to the application of
Arnold’s theorem. The main objective of this thesis is to determine a sufficient condition on this
ratio. A first part of this work consists in estimating these analyticity widths, which requires a
precise study of the complex Kepler equation, as well as the complex singularities of the disturb-
ing function. A second part consists in reworking the Hamiltonian to put it under normal form,
in order to apply the KAM theorem (KAM standing for Kolmogorov-Arnold-Moser). In this
aim, it is essential to work with the secular Hamiltonian to put it under a suitable normal form.
We can then quantify the non-degeneracy of the secular Hamiltonian, as well as estimate the
perturbation. Finally, it is necessary to derive a quantitative version of the KAM theorem, in
order to identify the hypotheses necessary for its application to the plane three-body problem.
After this work, it is shown that the KAM theorem can be applied for a ratio of masses that is
close to 10−85 between the planets and the star.





Introduction

The Universal Attraction of bodies masterly explained Kepler’s Laws of planetary motion in
our Solar System. But Newton himself understood thaat the mutual attraction of planets could
destroy the striking regularity that can be observed over a short period of time. This thesis
aims at contributing to this question of the stability of motion of planets. The main goal is the
application of the KAM theorem (which stands for Kolmogorov-Arnold-Moser) to the three-body
problem, that gives the stability of this system over an infinite time. Arguably, this theorem
is not directly relevant in Astronomy because the hypotheses (a much simplified model of our
Solar System) and the conclusions (infinite time stability for some initial conditions) are too
strong. Two main interests actually derive from the first one. First, again from a physical
point of view, we extract some important computation on the complex collisions of the plane
planetary three-body problem. This work, necessary to apply the KAM theorem, will allow one
to apply stability theorems over finite time, which could lead to meaningful stability time in
some stellar systems. The second interest is the precise study and statements of the theorems
that are needed to carry out this study, as well as a complete construction of the secular and
perturbed system related to the three-body problem. The tools derived here can come in handy
when studying a system with similarities with the present system.

Let us give the historical interest of this work (consult [27, 39, 22, 5, 6] to have a more precise
introduction on the subject). The precise astronomical observations performed in the 16th and
17th century led to empirical laws known as Kepler’s laws of planetary motions. Bypassing the
beliefs of his time, Hooke and Newton [53] managed to give an analytic explanation of these
laws, by correlating the gravity (in its Latin meaning) occurring on Earth, and the motion of the
planets: the Newton’s laws of motion were born. The equation of motions given by Newton’s
laws take the form of a differential equation, and it was a trait of genius of Newton to solve
these equations for the two-body problem. Yet, the deterministic approach, that consists in
determining the state of the system in the future using the state of it in a near past showed its
limit. The equation of motion of the three-body problem, which is no more an integrable system,
is far from being completely understood, given the difficulty of the computations involved.
Laplace, who believed in the deterministic approach [38], and Lagrange developed a secular
solution (see [16] and [17]) of this problem to fit the observations as much as possible. This
secular solution gave good results, and allowed Adams [2] and Le Verrier [42] to discover the
existence of Neptune. Nevertheless, the secular solution does not give an exact solution in
time. Poincaré and his ideas completely turned the problem around, changing the nature of
the question. Instead of studying the solution in time, one can study the motion of the system
qualitatively. It would be difficult to enumerate all the advances he made on celestial mechanics
or in mathematics related to it, though some decisive work can be found in [58, 59, 60, 61]. In
particular, he showed that it was not possible to determine an analytical solution over an infinite
time using only integrals and algebraic expressions. Sundman, in 1909 in [68], found an analytic
solution of the three-body problem, but as a slowly converging time series, and hence of no
theoretical use. The study of the general behavior of non-integrable systems, in addition to the
Poincaré recurrence lemma, could let think that the ergodic hypothesis was holding in the solar
system. In this case, any attempt to prove some kind of stability in the solar system would have
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been vain. This idea was completely shoved by Kolmogorov in 1954 with his theorem [36] which
showed the subsistence of some tori when perturbing an integrable Hamiltonian. In 1963 [4],
Arnold proved that this theorem could be applied to the plane planetary three-body problem,
hence showing that some stability exists under some conditions in solar systems. This theorem
was adapted to smooth Hamiltonian by Moser [31], to finally give the KAM theorem its famous
name. Although Hénon, in a letter to Arnold [29] in 1966, noticed that the KAM theorem as it
was proven by Arnold could not be applied to the Solar System, the idea of a possible stability
resurfaced for a wide class of Hamiltonian systems nearly integrable. Nekhoroshev proved in
1977 [52] a theorem of stability in finite time. Lots of results were then derived from this theorem,
so as to prove different cases of stability in the solar system, see for example [46, 47, 26]. An
attempt of application in the case of a resonant three-body problem was done by Niederman
[54] in 1995, to show some stability under a period equivalent to the lifespan of the solar system,
though the masses of the planets still needed to be very small. Besides, some computer-assisted
proofs on the application of the KAM theorem to some systems composed of three bodies have
been done by Chierchia, Celletti, Giorgilli, Locatelli and Robutel ([11, 12, 10, 45, 63]). Finally,
it was recently shown by Herman and Féjoz [20] that the KAM theorem could be applied to
the N -body problem, this result being proven differently by Chierchia and Pinzari in 2011 [15],
following more closely Arnold initial strategy. Yet, at this time, no attempt was made to apply in
a quantitative way the KAM theorem to the three-body problem, or more precisely to find some
physical constraints to have stability over an infinite time for a system. One of the requirement
to apply the KAM theorem to the plane planetary three-body problem is the precise study of
the perturbation, which is as well necessary to apply Nekhoroshev-type theorems. Hence, this
work could lead to better stability time in this case, approaching even more the real condition
of stability in the solar system.

Let us consider the planetary regime of the three-body problem in the plane; "planetary" means
that two masses (planets) are small with respect to the third one (Sun), and that each planet
revolves around the Sun. These assumptions emanate from our Solar System, where the mass of
Jupiter is 10−3 the mass of the Sun. In this regime, the two planets mainly undergo the attraction
of the Sun, so the system reduces to two uncoupled Kepler problems. Newton stupendously
solved such Kepler problems. In particular, bounded orbits are periodic, surprisingly, whereas
one would expect, in general, quasi-periodic motions with two frequencies. This well-known
but mysterious proper degeneracy (in the terminology of Arnold), specific to the Newtonian
and elastic potentials, according to Bertrand’s theorem, is a source of difficulties: one cannot
expect quasi-periodic perturbed motions. If they existed, they would have the same number of
frequencies. Thus the problem is a singular perturbation problem.
The full planetary three-body problem, when one takes into account the mutual attraction of
planets, is not integrable, so we are reduced to indirect descriptions of its solutions. Outside low
order Keplerian resonances, the next order approximation of the dynamics is described by the
Hamiltonian obtained by averaging the initial Hamiltonian along the Keplerian 2-tori; averaging
here looks like spreading the potential of mutual attraction along the Kepler ellipses of the
planets. The so obtained Hamiltonian, called secular is integrable, as counting dimensions and
taking into account the invariance of the problem by rotations show. The secular dynamics has
an elliptic fixed point located at circular Kepler ellipses, which Arnold calls a limit degeneracy.
Lagrange and Laplace have studied the eigenmodes of this fixed point. We ourselves localize
our study in the neighborhood of the fixed point, for both astronomical reasons and the sake of
simplicity. In order to simplify even further the complications, we focus on the sub-region of the
phase space where the semi-major axis ratio is small. It is then relevant to expand the secular
Hamiltonian in averaged Legendre polynomials, truncate the series, and compute its Birkhoff
normal form.
When all small parameters (planet masses, semi-major axis ratios, eccentricities) are small,
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the size of the remainder of the normal form tends to zero. This goes with the competing
phenomenon that the Birkhoff invariants of the normal form go to zero too, the first invariant
being the secular frequencies, and the second the so-called torsion. But in the KAM theorem
the size of the allowed perturbation (on some complex extension of the phase space, for a
result in the analytic class) depends crucially on the first two Birkhoff invariants. Hence, the
whole construction, and the used version of the KAM theorem, must say quantitatively how the
invariants degenerate as a function of the smallness of the perturbation.

The main result of this thesis is theorem 6.1, which is a quantitative estimate of the mass ratio
such that the KAM theorem can be applied to the plane planetary three-body problem. Roughly,
we show that the KAM theorem can be applied if the ratio of mass between the planets and the
star is close to 10−85. The full conditions are given in chapter 6. First, we localize our study
where the ratio of distances between the planets is very large, guaranteeing that our development
of the secular Hamiltonian is relevant to the problem. Secondly, the eccentricities are very small,
so that the terms of order more than 4 in eccentricities are part of the perturbation. Finally, we
ask the frequencies to verify some Diophantine condition. We recall here the definition of the
Diophantine set for constants γ and τ :

D(γ, τ) =
{
ω ∈ Rn : ∀k ∈ Zn, |k · ω| ≥ γ

|k|τ1

}
,

where |.|1 is the l1-norm. We ask that the two frequencies related to the fast angles verify an
optimal Diophantine condition in γ with τ = 2 (this optimal condition is made clear in chapter
5). Secondly, the full frequency vector (of four dimensions) must verify a Diophantine condition
with τ = 4 and γ = 10−26 min(ωi). Under the conditions we enumerated, the perturbation of
the three-body problem can be "absorbed" by the secular Hamiltonian, and some quasi-periodic
solutions exist.

The first chapter of the thesis is dedicated to the study of the complex collisions, as well as a
computation of the norm of the perturbation on a complex neighborhood of the initial conditions
in Poincaré variables. The change of variables between the eccentric and the mean anomaly
requires the study of Kepler’s equation. The latter equation defines a diffeomorphism between
the two different angles. Hence, it is fundamental to find a complex neighborhood on which
this equation continues to define an analytic diffeomorphism. The study of the singular points
of this change of variable is essential in the three-body problem, since they correspond as well
to complex collisions between the planets and the star. With this computation, it is then
possible to find a dominating series that approaches the series expansion of the perturbation
well. We give a simple upper bound of the perturbation in a complex domain depending in the
width of this domain, so as to know the rate of growth of the perturbation close to the real
domain. In a second chapter, we state and proof quantitative theorems that will allow us to
split the Hamiltonian into an unperturbed part, that is not degenerate, plus a perturbation. We
focus on two different classical transformations. First, we are interested in an explicit Birkhoff
normal form (BNF) theorem which puts the averaged Hamiltonian under a suitable normal
form. Secondly, to be able to apply the KAM theorem, the frequencies of the final perturbation
need to be small compared to the frequencies of the unperturbed part, which is not the case
at first, since the angles of the periapses are given by the initial perturbation and are small. It
is therefore necessary to perform a transformation that keeps the small frequencies and pushes
to a higher order the perturbing frequencies. In a third chapter, we will give a quantitative
statement of the KAM theorem we will use for the application. Several statements of the KAM
theorem exists, with their own characteristics. Here we choose the version of Pöschel [62], that
is a KAM theorem with parameters. This choice is a personal choice, after the comparison with
other KAM theorems (such as the one developed by Féjoz in [24], which consists in performing
a local inversion theorem), which are less fit to quantitative applications. This KAM theorem
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relies on letting the frequencies become a parameter, which will change at every step. In this
configuration, it is sufficient that the unperturbed Hamiltonian, depending on the action and the
new parameter, is only linear in the actions (the torsion being included in the computation of the
parameter). One can then derive a KAM theorem, with explicit constants and hypotheses. We
also gather the information on the different sizes of the transformations involved along the proof,
so as to know the distance between the initial geometry of the system and the position of the
torus where the motion takes place in the new variables. We can then apply precisely the KAM
theorem in the fourth chapter. Before the straight application of the KAM theorem, we need
compute the secular Hamiltonian. First, one needs to compute the expansion of the perturbation
explicitly as well as its average over the fast angles (the mean longitudes). Then, with the help
of some transformations and the theorems of the second chapter, we put the Hamiltonian into
a suitable form to be able to apply the KAM theorem. All these transformations need to be
quantitatively explicit, so as to compute the loss of analyticity width related to them. Keeping
track of the remainders of each operations and adding them to the perturbation, we compute
a bound on the norm of the final perturbation. Finally, we express a way to determine the
analyticity width in frequencies given by the unperturbed Hamiltonian, which is an important
value for the application of the KAM theorem. In a fifth chapter, we are interested in the
Diophantine condition. We recall some basics of this condition, such as the measure of the
vectors satisfying it, as a reminder of the importance that had the KAM theory in the field
of dynamical systems. We then follow with the study of Diophantine numbers, which are the
irrational that are badly approximated by rationals, this condition being well described with the
help of the continued fraction theory. We introduce a visual tool to understand better how to
work with these numbers, and that proves to be useful when trying to determine if an irrational
is Diophantine or not. With the help of the previous work, we justify the choice of Diophantine
condition we chose to apply the KAM theorem, introducing some optimality property regarding
this condition. Finally, to understand better where the KAM theorem can be applied, we study
the presence of Diophantine numbers and their constants in the interval [0, 1], which showcases
the importance of the resonances in the three-body problem, as the existence of the Kirkwood
gaps shows. In the last and sixth chapter, we introduce the final results of this application.
There exist lots of subtleties in this application, and the various choices made are discussed.
Moreover, we get interested in the possible improvements, such as the possibility of removing
some restrictions that have been made in the computation. Indeed, we give some clues, so as to
weaken the hypotheses we made. Several easy points to improve this application are given, as
well as other relevant points that would be more difficult to implement.



Chapter 1

Analyticity, singularities, bound on
the Hamiltonian norm

This chapter is dedicated to the study of the perturbation in the plane planetary three-body
problem. Although a lot of theorems, from the KAM theorem to theorems of stability in finite
time, use the analyticity of the perturbation of an integrable Hamiltonian, only few attempts
were made to compute the actual analyticity widths in the three-body problem. Regarding the
perturbation, another problem kept the attention of researchers for years: the convergence of
the expansion in power of the eccentricities of the disturbing function. This matter is closely
related to Kepler’s equation, which associates the mean anomaly to the eccentric one, and
in particular to the convergence of the inverse Kepler equation. This study started with the
work of mathematicians studying the celestial mechanics such as Lagrange and Laplace. Later,
Poincaré provided a necessary condition on the elliptic variables for this expansion to converge
(see [57]). This work was followed by the statement of a sufficient condition by Silva [66] that
was proven by Sundman to be as well a necessary condition [69]. Wintner showed in [71] some
conditions on complex eccentricities this time in Kepler’s equation: he showed that although the
inverse converges for real eccentricities strictly smaller than 1, the size of the disk of convergence
for complex eccentricities is given by Laplace’s limit ∼ 0.66274). Some works regarding the
series expansion and the complex singularities have been developed by Petrovskaya in 1970 [56].
Sokolov [67] went further in his research by looking not only at complex eccentricities, but also
at complex mean anomalies.
When trying to apply an analytic version of a theorem of stability (KAM or Nekhoroshev), we
require two different things. First, the variables must be symplectic variables to be able to apply
Hamilton’s equation (hence making the previous researches in elliptic coordinates out of use);
secondly, we have to consider a complex neighborhood of a real domain for each variable. This
problematic has been studied by Niederman [54], while trying to apply a Nekhoroshev’s theorem
to the planetary three-body problem. To perform this work, we choose to study the plane case,
and use the Poincaré coordinates. Considering a complex neighborhood of these coordinates, we
are able to determine a polydisc in which Kepler’s equation induces a diffeomorphism, as well as
a sufficient condition to avoid the singularities of the perturbing function. We are also able to
bound the norm of the perturbation on some complex domain, in which it is analytic. Besides, we
consider anisotropic polydiscs to obtain better result; we use three different analyticity widths:
one for the action Poincaré variables, one for the angles, and one for the Cartesian coordinates.
With this result, it is now possible to consider relating the stability time of a system with its
initial geometry.
We choose to work in the Jacobi framework ([58]), and use the expansion in semi-major axes of
the perturbing function. This choice has two main interests: first, there is no complementary
term that appears as opposed as in the heliocentric framework, and secondly, for a suitable
choice of masses, the perturbation can be made smaller. After introducing Poincaré variables,
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we have to consider the analytic continuation of the perturbation, and therefore, a discussion
about this step will be necessary. Then, we study deeply Kepler’s equation. First, if possible, we
determine the singularities of this equation explicitly, and if not, try to approach them precisely.
Secondly, we establish a domain on which the change of variables induced by Kepler’s equation
is a diffeomorphism. With this work, we are finally able to bound the norm of the perturbing
function in the plane planetary three-body problem.

1.1 Preliminaries

1.1.1 Initial Hamiltonian and Jacobi coordinates

In the plane planetary 3-body problem, we consider a massive body, called the star, and two
lighter bodies, called planet 1 and planet 2, orbiting the star. Call (p0, q0) the coordinates
(momentum-position) of the star, and (pi, qi) the coordinates of the planet i, with i ∈ {1, 2}.
The phase space we are going to consider is obtained by removing the collisions between the
bodies:

D =
{

(pi, qi)0≤i≤2 ∈
(
R2? × R2

)3
| ∀0 ≤ i < j ≤ 2, qi 6= qj

}
. (1.1)

The Hamiltonian of this isolated system is the following:

H(p0, p1, p2, q0, q1, q2) = 1
2
∑

0≤j≤2

|pj |2

mj
−

∑
0≤i<j≤2

Ggravmimj

|qj − qi|
, (1.2)

wherem0 is the mass of the star, mi the mass of the planet i, Ggrav the gravitational constant
(we will keep track of this constant along the calculations), and | · | is the Euclidian norm.
We wish to use the Jacobi coordinates, so we do not have to deal with the complementary
term p1 · p2 and can focus only on the qi. We will follow the work of Féjoz [19] to obtain these
coordinates. First, one needs to consider the following symplectic change of variables:

P0 = p0 + p1 + p2
P1 = p1 + σ1p2
P2 = p2


Q0 = q0
Q1 = q1 − q0
Q2 = q2 − σ0q0 − σ1q1

where the two coefficients σ0 and σ1 are given by σ0 = m0
m0 +m1

, σ1 = m1
m0 +m1

. The new
coordinates are represented in figure 1.1.

Now, let us consider the following masses, these choices simplifying the expansion of the
perturbing function in powers of the semi-major axes:

µ1 = m0m1
m0 +m1

, µ2 = (m0 +m1)m2
m0 +m1 +m2

,

M1 = m0 +m1, M2 = m0 +m1 +m2.

Considering the frame of reference attached to the center of mass of the system, and Q2 6= 0
(which will always be satisfied in the planetary motion), the Hamiltonian H of the system is:

H(P1, P2, Q1, P2) = HKep(P1, P2, Q1, P2) +Hpert(P1, P2, Q1, P2),


HKep(P1, P2, Q1, P2) = |P1|2

2µ1
− Ggravµ1M1

|Q1|
+ |P2|2

2µ2
− Ggravµ2M2

|Q2|

Hpert(P1, P2, Q1, Q2) = Ggravm2

(
m0 +m1
|Q2|

− m0
|Q2 + σ1Q1|

− m1
|Q2 − σ0Q1|

) (1.3)
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Figure 1.1: In blue, the coordinate Q1 represents the vector between the star S and the interior planet Pl1. In
brown„ the coordinate Q2 represents the vector between the center of mass G1 of the system { Star - Interior
Planet } and the exterior planet Pl2

Observe that the Hamiltonian does not depend on Q0 (because of the symmetry by trans-
lation). The system is then described by the 4 Jacobi coordinates (P1, P2, Q1, Q2), outside the
collisions.
The first part HKep can be thought of as the sum of two integrable fictitious Kepler problem
Hamiltonian. The first one corresponds to the planet 1 orbiting the star (with fictitious masses),
and the second one to the planet 2 orbiting the center of mass of the star and the planet 1 (as
well with fictitious masses).
One can now develop formally this formula in expansion of the semi-major axes, obtaining the
following series:

Hpert(P1, P2, Q1, Q2) = Ggravµ1m2
|Q2|

∑
n≥2

σnPn(cos(S))
( |Q1|
|Q2|

)n
, (1.4)

with σn = σn−1
0 + (−1)nσn−1

1 ,

where Pn(cos(S)) is the nth Legendre polynomial and S is the oriented angle between Q1 and
Q2.

Observe that in Jacobi coordinates, the series starts at n ≥ 2, and therefore will decrease
quickly with the ratio of the semi-major axes.
The perturbation of the Kepler problem Hamiltonian contains three terms, that are proportional
to

1
|Q2|

,
1

|Q2 + σ1Q1|
,

1
|Q2 − σ0Q1|

.

The singularities in these coordinates corresponds to the points where the denominators are null.
When looking at the analytic continuation of these functions, the two last terms depend on 8
complex variables. The difficulty of solving such an equation makes it relevant to start studying
the first term, which depends only on 4 complex variables.

1.1.2 Reminder on the plane Delaunay and Poincaré variables

When studying celestial mechanics, physicists use mainly the elliptic coordinates. These co-
ordinates prove to be very useful when studying the Kepler problem. Indeed, they simplify



10 Chapter 1. Analyticity, singularities, bound on the Hamiltonian norm

Figure 1.2: The periapsis of the ellipse of foci S (the star) and F ′ is in G. The green angle is g, the angle of
the periapsis. The planet is on the ellipse, in P , and in red is represented the true anomaly v.

greatly the expression of the solution, taking their roots in basic geometry of the ellipse. In the
plane case, those are written (a, e, v, g), where a is the semi-major axis, e the eccentricity, v the
true anomaly and g the angle of the perihelion. In these variables, one can consider the ellipse
given by the values (a, e, g), the position of the planet being determined by v. In a Cartesian
framework, we have the relations


x = r cos(v + g)
y = r sin(v + g)
z = x+ ıy = r exp(ıv) exp(ıg)

(1.5)

where r is the distance from the planet to the star. The two variables (v, g) are represented on
figure 1.2.
Nevertheless, these coordinates are not symplectic, and one cannot work directly on the Hamil-
tonian equations with those. It is therefore necessary to change these variables, though trying
to keep the simplicity of the expression of Kepler’s laws of planetary motion.
A first set of symplectic variables that can be used is the Delaunay variables. To see their
construction, one can refer to [14] and [40]. Before introducing them, let us define the eccentric
anomaly u, another common angle in celestial mechanics or in the study of ellipses. It satisfies
the relations: {

r cos(v) = a(cos(u)− e)
r sin(v) = a

√
1− e2 sin(u) . (1.6)

The construction of the eccentric anomaly u, as well as the mean anomaly l (that will be
defined hereinbelow), is shown in figure 1.3, where we let g = 0 to simplify the drawing. The
Delaunay coordinates are the coordinates (L,G, l, g): from the elliptic coordinates, they can be
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Figure 1.3: S represents the star, P the planet and O the center of the two foci of the ellipse. The circle is the
circle of center O and passing through the periapsis of the ellipse (here g = 0). In green is represented the true
anomaly v, in red the eccentric anomaly u, and in blue the mean anomaly v.

defined as follows, 
L = µ

√
GgravMa

G = L
√

(1− e2)
l = u− e sin u = u−= (e exp(ıu))

(1.7)

and g being the angle of the perihelion. G is the angular momentum, and l is given by the
Kepler’s equation, to which we shall return later. Those coordinates are therefore action-angle
variables. Observe that for L = G, in other words for a zero eccentricity, the angle of the
perihelion is not defined. This singularity can lead to issues in computation, since it introduces
a singular point due to the definition of these coordinates.

This problem can be avoided using Poincaré coordinates, which do not present a singularity
for zero eccentricities. For a complete construction of these variables, peruse [14] and [21]. In the
plane case, those are composed of two action-angle coordinates, and two Cartesian coordinates
for each body: (Λ, λ, ξ, η). Their formulas can be summarized, using Delaunay variables, as
follows: 

Λ = L
λ = l + g
Γ = L−G
ξ =
√

2Γ cos(−g)
η =
√

2Γ sin(−g)

. (1.8)

The angle λ is called the mean longitude (we could have defined as well the eccentric longitude
adding g to u). To simplify the use of the Cartesian coordinates, we can define the following
variable:

F = ξ + ıη =
√

2Γ exp(−ıg) =
√

2Λ
√

1−
√

1− e2 exp(−ıg).
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Another variable that can prove to be useful while switching from Delaunay point of view
to Poincaré’s one is the eccentricity vector E = e exp(ıg). We then have the following relation:

F =
√

2L√
1 + G

L

Ē.

Recall now that the Hamiltonian of the two body problem can be written

H = G2

2µr2 −
GgravMµ

r
.

In the planetary case, the distance r of the planet to the star oscillates between the extremal
values a(1+e) and a(1−e) on its ellipse. Those are the roots of the polynomial of degree 2 given
by the Kepler problem Hamiltonian (the energy being constant along the motion). In Poincaré
coordinates, it takes the form

H = −
G2
gravM

2µ3

2L2 .

Replacing L by the variable Λ gives directly its expression in Poincaré coordinates.

1.1.3 Analytic continuation

The analytic continuation consists in expanding some function in a complex neighborhood of a
set. The KAM theorem we use relies on the analyticity of the disturbing function, and more
precisely in its analyticity widths. To obtain these values in our case, we consider the analytic
continuation of the perturbation, and we study it precisely in order to find the singularities (or
complex collisions) of this function. For some insight about the theory of analytic continuation
for functions of several complex variables, one can consult [50] or [73].
The motivation of this section is the introduction of some notations that can be useful when
studying our particular perturbation of the plane planetary three-body problem. To understand
better the need of these notations, consider for instance the following variables for i = 1, 2:

xi = ai(cos(ui)− ei),

yi = ai

√
1− e2

i sin(ui).

Those are the coordinates on an ellipse for which gi = 0. We will be later interested in the
solution of an equation of the type:

(x2 − x1)2 + (y2 − y1)2 = 0.

The mixing of all the variables ai, ei, ui in this equation makes it difficult to solve. This
difficulty comes from the fact that we lost the initial structure of the ellipse. Instead, to keep
this structure, we could have defined zi = xi + ıyi. The previous equation then becomes:

(z2 − z1)(z̄2 − z̄1) = 0.

Hence, a straightforward necessary condition to be a solution of the last is |z1| = |z2|. In the
elliptic variables, it corresponds to the simple condition:

a1(1− e1 cos(u1)) = a2(1− e2 cos(u2))

Now, if the variables ai, ei, ui are in a complex neighborhood of their initial values, this necessary
condition holds. This simplification makes it important, when looking for singularities, to keep
the complex structure of the initial equation to solve, so as to simplify greatly the computation.
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1. Analytic continuation of a real analytic function: Let f be a real analytic function defined
on some domain D ⊂ R.

f : D → R

x 7→ f(x) =
∑
n≥0

anx
n

Let DC be a complex neighborhood of the set D. The analytic continuation of f over the set
DC is simply given by:

f̃ : DC → C

x̃ 7→ f(x̃) =
∑
n≥0

anx̃
n

Observe that we used the sign ”˜” to indicate that we are looking at a complex variable, and
the analytic continuation of f . Moreover, we will decompose x̃ in the following way:

x̃ = x+ ıx′,

where (x, x′) ∈ R2. To keep track of our variables, whether they are complex or real, we will use
this notation throughout the chapter.

2. Analytic continuation of some simple functions: In the example that motivated this section,
we used the following analytic function of two variables:

g : D ⊂ R2 → C

(x, y) 7→ x+ ıy = z

Define the analytic continuation of this function:

g̃ : DC ⊂ C2 → C

(x̃, ỹ) 7→ x̃+ ıỹ

First, let us call z̃ = g̃(x̃, ỹ). Using the previous notations, we have:

z̃ = x̃+ ıỹ = x− y′ + ı(x′ + y).

Observe that we can define as well z̃ = z+ ız′, where (z, z′) ∈ R2 with z = x−y′ and z′ = x′+y.
Define now h(x, y) = x− ıy = z̄. Its analytic continuation can be written as:

h̃ : DC ⊂ C2 → C

(x̃, ỹ) 7→ x̃− ıỹ

Writing ˜̄z = h̃(x̃, ỹ), we have

˜̄z = x+ y′ + ı(x′ − y).

An important remark is that ˜̄z 6= ¯̃z. Indeed:

˜̄z = x+ y′ + ı(x′ − y) 6= x− y′ − ı(x′ + y) = ¯̃z.

These definitions of the variables z̃ and ˜̄z are the one that motivated this discussion. We will
use them as well throughout the chapter, when it simplifies the computations. In the next
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paragraphs, we give some formulas using those, which will be useful later on.

3. Real part and imaginary part: For a real x and a real y, we defined z = x+ ıy. Hence,

x = <(z) = z + z̄

2 , y = =(z) = z − z̄
2ı .

Considering now a complex x and y, with our previous notations we have:

x̃ = x+ ıx′ = <̃(z) = z̃ + ˜̄z
2 ,

ỹ = y + ıy′ = =̃(z) = z̃ − ˜̄z
2ı .

4. Analytic continuation of a function of two variables: Let f be an analytic function
depending on two variables:

f : D ⊂ R2 → R

(x, y) 7→
∞∑

m,n=0
am,nx

myn

where am,n ∈ R. The analytic continuation of f is defined on some domain DC, by:

f̃ : DC ⊂ C2 → C

(x̃, ỹ) 7→
∞∑

m,n=0
am,nx̃

mỹn

Since the variables x̃ and ỹ can be expressed using z̃ and ˜̄z, there exists a domain D′C and a
sequence (bm,n)m,n≥0 with bm,n ∈ C, such that we can write:

g̃ : D′C → C

(z̃, ˜̄z) 7→
∞∑

m,n=0
bm,nz̃

m ˜̄zn

and that f̃(x̃, ỹ) = g̃(x̃+ ıỹ, x̃− ıỹ) on DC.
This correspondence will be of great importance in our work.

5. Cosine of the oriented angle between two vectors: In the formula of the perturbation
of the three-body problem, the Legendre polynomial composed with the cosine of the angle S
appears, S being the oriented angle between the vectors Q1 and Q2. Let us compute the analytic
continuation of this function, using our previous work. Let

u1 =
(
x1
y1

)
, u2 =

(
x2
y2

)

be two vectors of R2, with ‖ui‖ 6= 0, and S = ̂(u1,u2). We have:

cos(S) = x1x2 + y1y2
‖u1‖‖u2‖

.

Working with zi = xi + ıyi for i = 1, 2, we get

cos(S) = 1
2
z1z̄2 + z̄1z2√
z1z̄1z2z̄2

= 1
2

(√
z1z̄2
z̄1z2

+
√
z̄1z2
z1z̄2

)
. (1.9)
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One needs to take care of the fact that none of the fractions z̃i/ ˜̄zi goes to zero. Though, to be
in this case, one has to consider a large neighborhood of the real domain we will be looking at.
The analytic continuation is hence straightforward, replacing z by z̃ and z̄ by ˜̄z.

6. Euclidean norm of the difference between two vectors: To complete our study, let us take a
look at the Euclidean norm, and more precisely at its analytic continuation on a domain not
containing zero.
Following our notations, we have for (x̃, ỹ) 6= (0, 0):

˜∥∥∥∥∥
(
x
y

)∥∥∥∥∥ ≡ ˜√
x2 + y2 =

√
z̃ ˜̄z.

Several remarks are necessary. Observe that we are using the analytic continuation of the square
root function. We can indeed consider a determination of the root of a complex number under
some conditions on the initial set. Let D be the initial set of real values we are considering such
that 0 /∈ D. Consider the function d(x, y) = x2+y2. Assume that DC is a complex neighborhood
of D such that 0 /∈ DC, and consider the analytic continuation of d on this set. If DC is close
enough to D, then d̃(DC) will be close to d(D), and hence close to the real axis. Hence, the
square root will be well-defined on the set d̃(DC).
Consider now the Euclidean norm of the difference between two vectors, which appears when
looking at the singularities of the perturbing function. Let us consider for instance two points
M1 = (x1, y1) and M2 = (x2, y2) in the plane case. The vector between these two points is

u =
(
x2 − x1
y2 − y1

)
. We are interested in the case where the norm of u goes to zero. This

question is closely related to the singularities of the perturbation, since we have terms of the
form 1/(Q2−cQ1). In the real case, we can let z = x+ ıy, and then the distance is the following:

d =
√
zz̄.

Letting z1 = x1 + ıy1, z2 = x2 + ıy2, and z = z2 − z1, we get

d =
√
z2 − z1

√
z̄2 − z̄1.

Using the analytic continuation, we see that we have a singularity in the case

z̃1 = z̃2 or ˜̄z1 = ˜̄z2.

This remark will make it easier to find the singularities related to the complex collisions between
the two planets. Observe that in this case, we have two singularities occurring at the same time.
One singularity comes from the value of a denominator of the disturbing function going to zero,
and the other coming from the fact that the square root function is not analytic at zero.

1.2 Complex Kepler’s equation

This section is devoted to the study of the complex Kepler equation. This equation arises when
defining the mean anomaly as a function of the eccentric anomaly. It depends on a parameter
0 ≤ e < 1, that represents the eccentricity in celestial mechanics. In the study of the analyticity
width of the disturbing function, not only the angles can be taken in a complex set, but also the
eccentricity. We are mainly interested in two problems: first, we wish to determine the singular
points of a local diffeomorphism between the two previously mentioned angles; secondly, we
want to find a precise set on which the Kepler equation induces a diffeomorphism.
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1.2.1 Complex elliptic coordinates

Preliminaries: The real case

Let us start with a short study of the real case. Recall that u corresponds to the eccentric
anomaly. We can release the constraint on the eccentricity to be positive when focusing on the
Kepler equation, and consider e ∈ R. We call T = R/2πZ, and define the mean anomaly using
the function

f : T→ T

u 7→ u− e sin u

It is easy in the real case to see if f is a diffeomorphism, its derivative being, for u ∈ T:

f ′(u) = 1− e cosu.

In the case |e| = 1, f is not a diffeomorphism on the set T, since for e = 1 (respectively
e = −1), at the angle u = 0 (resp. u = π), f ′(u) = 0. In the case |e| > 1, there exists two
points where the derivative goes to zero. Hence, a necessary and sufficient condition for f to be
a diffeomorphism on the set T is 0 ≤ |e| < 1.

After the analytic continuation

The first difficulties in the study of the singular points of the Kepler equation arise when we
consider the complex case. We will start, for the sake of simplicity, with the study of the elliptic
coordinates.
Consider the complex eccentricity ẽ = e+ ıe′, with e, e′ ∈ R. To simplify the discussions, we will
as well consider that e ≥ 0. Kepler’s equation is completely symmetric in ẽ, and therefore the
results can be extended easily to the negative case. The complex angles will take their values in
the set TC = T× R (we identified C and R2). Consider the function:

f̃ : TC → TC

ũ 7→ l̃ = ũ− ẽ sin ũ

We are interested in determining if f̃ is an analytic diffeomorphism (at least locally), in every
points of a set T×(−u′max, u′max). Hence, we want to determine the singular points of f̃ . Consider
the function (<f̃ ,=f̃) : (<ũ,=ũ) 7→ (<l̃,=l̃), it has the same singular points as f̃ , that is why
we will shift from one point of view to another without self-restraint. This function is defined
by the formulas {

<f̃ = l = u− e sin(u) cosh(u′) + e′ cos(u) sinh(u′)
=f̃ = l′ = u′ − e′ sin(u) cosh(u′)− e cos(u) sinh(u′) (1.10)

The derivative of f̃ is f̃ ′(ũ) = 1− ẽ cos ũ. Hence, there is a singular point if and only if{
<(ẽ cos ũ) = 1
=(ẽ cos ũ) = 0 .

In the real variables, it gives:{
e sin(u) sinh(u′) = e′ cos(u) cosh(u′)
e cos(u) cosh(u′) + e′ sin(u) sinh(u′) = 1 . (1.11)

Consider first the case ẽ = e + ıe′ = 0. Then it is straightforward to see that there exists no
singular point, since f̃ = Id.
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The second case we can consider is the case e′ = 0, in other words for a real eccentricity. There
exists three different type of singular points. For 0 < |e| < 1, for e > 0 (respectively e < 0)
there exists two singular points in (u, u′) = (0,± arccosh(1/e)) (resp. (π,± arccosh(1/e)). When
e = 1, there is one singular point at (0, 0), and when e = −1 at (π, 0). Finally, when |e| > 1,
there exists two singularities for (u, u′) = (arccos(1/e), 0).
Now let us assume e′ 6= 0. For the sake of simplicity, we consider that e ≥ 0 (the case e < 0 can
be obtained by symmetry consideration). To find the singular points, we deduce the angle u in
the first equation, and solve the second in u′.
Assume u ∈ [0, π/2], e′ > 0, u′ > 0 (again, by symmetry of the equations, the study of this case
is enough to compute the other cases), the first equation gives

e2(1− cos2(u)) sinh2(u′) = e′ 2 cos2(u) cosh2(u′).

Call µ =
√
e′ 2 cosh2(u′) + e2 sinh2(u′) (since e′ 6= 0, we have µ > 0):


cos(u) = e sinh(u′)

µ

sin(u) = e′ cosh(u′)
µ

(1.12)

Observe that in every case, i.e. for e′ > 0, u′ > 0 or e′ < 0, u′ > 0 or e′ > 0, u′ < 0 or
e′ < 0, u′ < 0, there exists two solutions (obtained by adding π to the first solution) of the first
equation in T.
The second equation can now be written

e2 cosh(u′) sinh(u′) + e′2 cosh(u′) sinh(u′) = µ.

Squaring this equation, and using hyperbolic trigonometry identities, we obtain:

(e2 + e′2)2 cosh4(u′)− ((e2 + e′2)2 + (e2 + e′2)) cosh2(u′) + e2 = 0

Let m = e2 + e′2 > 0, there is a unique possible value for u′:

u′max = arccosh
(√

1
2

(
1 + 1

m

(
1 +

√
(m+ 1)2 − 4e2

)))
. (1.13)

By symmetry arguments, we obtain two curves of singular points. We represented those in figure
1.4 and 1.5, for small eccentricities, and in figure 1.6 and 1.7 for large eccentricities. Observe
that if we release the constraint e positive, and authorize it to be negative, we obtain the same
figure as figure 1.4 and 1.6, though shifted by a factor π, which represents the real singular point
for the case e = −1. The case |e| = 1 corresponds to a change of mode, where there is the
existence of a singular point on the real axis when e′ = 0.
To summarize, we have the following singular point:

• m = 0: There exists no singular points, for all ũ ∈ TC

• ẽ ∈ R\{0}: for real eccentricities |e| /∈ {0, 1}, there are 2 singular points depending on the
value of e. When |e| = 1, only one singular points exists.

• e′ 6= 0: For each possible sign of the variables u′, e, e′ there exists two singular points.

When fixing the value of the eccentricity, the complex Kepler equation defines an analytic local
diffeomorphism at every point that is not singular, where the latter are given by the formulas
above.
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Figure 1.4: Real part u of the eccentric anomaly
of singular points as a function of the imaginary
part e′ of the eccentricity for a fixed small real part
e (respectively 0.05, 0.1, 0.2, 0.4). Increasing val-
ues of e are represented respectively on the blue,
orange, purple, and brown curve.
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Figure 1.5: Imaginary part u′ of the eccentric
anomaly of singularities as a function of the imagi-
nary part e′ of the eccentricity for a fixed small real
part e (respectively 0.05, 0.1, 0.2, 0.4). Increasing
values of e are represented respectively on the blue,
orange, purple, and brown curve.
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Figure 1.6: Real part u of the eccentric anomaly
of singular points as a function of the imaginary
part e′ of the eccentricity for a fixed large eccen-
tricity e (respectively 0.9, 1, 1.1, 1.5). Increasing
values of e are represented respectively on the blue,
orange, purple, and brown curve. The orange line
divides the two different modes.
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Figure 1.7: Imaginary part u′ of the eccentric
anomaly of singularities as a function of the imag-
inary part e′ of the eccentricity for a large eccen-
tricity e (respectively 0.9, 1, 1.1, 1.5). Increasing
values of e are represented respectively on the blue,
orange, purple, and brown curve.
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1.2.2 Singular points in Poincaré coordinates

When switching to Poincaré coordinates, Kepler’s equation loses its symmetry. Besides, the
relation between the Cartesian coordinates F = (ξ, µ) and the eccentricity is quite complicated,
and makes the search of singular points more difficult. The elliptic case involved only two
parameters, whereas in Poincaré case there are six.
In the continuity of our work, we fix the value of Λ̃ and F̃ , which fixes the eccentricity vector
Ẽ. Using this vector, we give the expression of the singular points in the eccentric longitude
w̃ = (w,w′).
This section is divided in three parts. First, we start with a study of the real case to get familiar
with the transformation, then we compute the singular points using the variable Ẽ, and finally,
we define a domain in which Kepler’s equation induces an analytic local diffeomorphism at each
points in Poincaré coordinates.

Real Case

In terms of the eccentric and mean longitude w = u+ g and λ = l+ g, Kepler’s equation can be
rewritten as:

λ = w − e sin(w − g). (1.14)

As mentioned before, we use the temporary variable E = e exp(ıg).

λ = w − e

2ı (exp(ı(w − g))− exp(−ı(w − g)))

= w − Ē

2ı exp(ıw) + E

2ı exp(−ıw)

= h(w).

In order for h to define a local diffeomorphism, we want its derivative with respect to w to
be non-null. The singular points verify

1− Ē

2 exp(ıw)− E

2 exp(−ıw) = 0. (1.15)

We preferred the exponential notation to simplify our upcoming work. Decomposing the variable
E into E = E1 + ıE2, the previous equation becomes

E1 cosw + E2 sinw = 1.

The first singular points arising in coordinates (E1, E2), in other words the minimal modulus
of E such that we have a singular point, corresponds to the case |E| = 1, the singular points is
then in w = arg(E). Considering the variable F , recall that its relation with E is given by the
formula

F =

√√√√ 2Λ
1 + (1− EĒ)

1
2
Ē.

In our case, we have EĒ = 1. Hence, the first singular points occurring in term of the modulus
of F are on a circle of radius |F | =

√
2Λ. The angle of the singular point is then w = − arg(F ).

In contrast with the elliptic case, the singulars point are not located in 0, it can take every values
in T.Indeed, the angle of the periapsis is not originally related to Kepler’s equation, hence, when
studying the mean longitude, the singular points describe the whole circle with the value of g.
Besides, we can reach continuously a negative value e = −1 when changing g from 0 to π.
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Singular points for a fixed Ẽ

Considering the analytic continuation of the previous function defined in the real case, its singular
points satisfy

˜̄E
2 exp(ıw) exp(−w′) + Ẽ

2 exp(−ıw) exp(w′) = 1. (1.16)

Fixing Ẽ and ˜̄E, we are looking at singular points in the plane (w,w′). We can distinguish
different cases.

• Case Ẽ = ˜̄E = 0: it is clear that equation (1.16) cannot be verified. There is no singular
points as soon as Ẽ and ˜̄E are null, this corresponds to the case of a zero-eccentricity.

• Case Ẽ = 0, ˜̄E 6= 0: call ˜̄E/2 = s exp(ıσ) with s > 0 and σ ∈ T, equation (1.16) becomes:

s exp(−w′) cos(w + σ) + ıs exp(−w′) sin(w + σ) = 1.

We obtain w = −σ+kπ for k ∈ Z, and w′ = log(s) = log |
˜̄E|
2 . There exists two singularities

w ∈ [0, 2π], at the same distance w′ = log(s) from the set of real angles T× {0}.

• Case ˜̄E = 0, Ẽ 6= 0: as well, there exists singular points for w = − arg Ẽ + kπ, k ∈ Z, and
w′ = log |Ẽ|2 .

• Case Ẽ 6= 0, ˜̄E 6= 0: in the general case, let Ẽ/2 = r exp(ıθ) and ˜̄E/2 = s exp(ıσ).

Lemma 1.1. The singular points of the complex Kepler equation (1.16) are given by the
formulas:

w′1 = log(2s)− 1
2 log

(
(1 +

√
∆) +

√
(
√

∆ + 1)2 − 16(rs)2
)

w′2 = − log(2r) + 1
2 log

(
(1 +

√
∆) +

√
(
√

∆ + 1)2 − 16(rs)2
) , (1.17)

where ∆ = (1− 4rs)2 + 8rs(1− cos γ) and γ = θ + σ.

Proof. Equation (1.16) can be rewritten:

s exp(−w′) exp(ı(σ + w)) + r exp(w′) exp(ı(θ − w)) = 1.

Call x = σ + w and γ = θ + σ, a = r exp(w′) and b = s exp(−w′). The previous equation
becomes:

b exp(ıx) + a exp(ı(γ − x)) = 1. (1.18)

The equation verified by the singular points of the function induced by the complex Kepler
equation are: {

(b+ a cos γ) cosx+ a sin γ sin x = 1
(b− a cos γ) sin x+ a sin γ cosx = 0 (1.19)

Case γ = π: since a, b > 0, the second equation implies sin x = 0, and hence the first one
becomes: (b − a) cos(v) = 1. This implies that there exists two singular points, one for
x = 0, the other one for x = π. In x = 0, we obtain w′ = log(−1 +

√
1 + 4rs) − log(2r)

and in x = π, w′ = log(1 +
√

1 + 4rs)− log(2r).
Case γ = 0: the second equation of (1.19) implies (b − a) sin x = 0, and the first one
(b + a) cosx = 1. Notice that since a + b > 0, there exist no singular point as soon as
cosx ≤ 0. We can again divide the study in two cases. In x = 0, the equation to solve
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is b + a = 1. There exists at least a singular point if and only if rs ≤ 1/4, and their
coordinates are given by w′ = log(1±

√
1− 4rs)− log(2r).

General case (γ 6= 0, γ 6= π): in order to study the general case, we do as in the elliptic
case. The second equation of the system (1.19) gives:

cosx = ±a cos γ − b
µ

sin x = ±a sin γ
µ

where µ =
√
a2 + b2 − 2ab cos γ 6= 0, and cosx and sin x have same signs. Injecting in the

first equation, we get
(a2 − b2)2 = a2 + b2 − 2ab cos γ.

Changing to our coordinate w′, we have:

r4 exp(4w′)− r2 exp(2w′)− 2r2s2 + 2rs cos γ − s2 exp(−2w′) + s4 exp(−4w′) = 0 (1.20)

This equation is of order 4 in exp(2w′). It turns out that it has either a repeated root,
either 2 real roots. Indeed, letting x′ = 2(w′ − log(

√
s/r)) = 2w′ − log(s/r), the equation

in x′ is:

(rs)2(exp(2x′) + exp(−2x′)− 2)− rs(exp(x′) + exp(−x′)− 2 cos γ) = 0
⇔ 2(rs)2(cosh(2x′)− 1)− 2rs(cosh(x′)− cos γ) = 0.

Putting this equation under the form of a polynomial of order 2 in cosh x′:

2rs cosh2(x′)− cosh(x′)− (2rs− cos γ) = 0. (1.21)

This polynomial is even, hence, if x′ > 0 is a solution, then −x′ is also one. By making
this equation symmetric using the variable x′, we can obtain explicit solutions. Let V =
cosh(x′). the discriminant of this polynomial is ∆ = (1 − 4rs)2 + 8rs(1 − cos γ), and is
always positive. Observe how the other cases cos γ = 1 and 4rs = 1 arise naturally. We
have two solutions in the case cos γ 6= 1:

V1 = 1
4rs + 1

4rs
√

(1− 4rs)2 + 8rs(1− cos γ) = 1
4rs

(
1 +
√

∆
)

V2 = 1
4rs −

1
4rs

√
(1− 4rs)2 + 8rs(1− cos γ) = 1

4rs
(
1−
√

∆
)

Yet V = cosh x′, therefore only the solutions Vi ≥ 1 must be considered, which is V1. The
solutions of equation (1.21) are

x′ = ± arccoshV1 = ± log
(
V1 +

√
V 2

1 − 1
)
.

Observe as well that V 2
1 −1 = V1/(2rs)− cos γ/(2rs), hence the two symmetrical solutions

are
x′ = ±

(
log(4rs)− log

(
(1 +

√
∆) +

√
(
√

∆ + 1)2 − 16(rs)2
))

. (1.22)

Using the relation between x′ and w′, we recover the expressions of the lemma.
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With the formulas of the lemmas, we get interested in two different matters, that are
interesting when trying to find a domain on which the analyticity widths of the diffeo-
morphism induced by Kepler’s equation is non-null. First, for a fixed r, s and γ, we want
to determine the closest singular point to the real axis T × {0}. Secondly, we want to
determine if it is possible that one of the singular points is on the real axis.
In the case γ = π, when r < s, the closest singular point is in w′ = log(−1 +

√
1 + 4rs)−

log(2r), and in the opposite case r > s, it is in w′ = log(1 +
√

1 + 4rs) − log(2r). There
exists two lines for which w′ = 0, the line of equation s = r + 1 and the one of equation
s = r − 1.
In the case γ = 0, if s > r, then the the first singular point occurs for w′ = log(1 +√

1− 4rs) − log(2r), in the opposite case for w′ = log(1 −
√

1− 4rs) − log(2r), and they
are at the same distance when r = s. Moreover, if s + r = 1, then the width w′ is zero.
Besides, after passing through the line s+ r = 1 (hence for s+ r > 1 but rs ≤ 1/4), both
solutions have same sign, they are positive if s > r and negative if r < s. When x 6= 0,
we get the equation b − a = 0, and therefore 2a cos v = 1. There exists solutions only if√
rs ≥ 1/2, and in this case, w′ = 1/2 log(s/r) and x = ± arccos(1/2

√
rs). The width w′

is null for r = s, and we can see that it is continuous at
√
rs = 1/2.

In the general case, by symmetry, the closest solution to the origin depends on the ratio
s/r. Indeed, the two solutions are symmetrical about the value log(

√
s/r). They are both

of the same sign if log(
√
s/r) is greater than the norm of the solution x′ of the equation

(1.21), which corresponds to passing through a point where the width w′ is zero. Hence, as
in the case γ = 0, the "line" of width zero indicates a shift from two solutions of different
signs to a case of identical sign. Moreover, the only case of repeated root occurs in the
cases rs = 1/4 or cos γ = 1, and after passing through this line, i.e. for r = s and rs > 1/4,
the width w′ stays null.

Null-width line (w′ = 0): To finish our study, we are interested in the singular points
on the real axis for w̃, i.e. for which w′ = 0 (the other variables being complex). We have
already seen that in the case γ = 0, there exists singular points such that w′ = 0 on the
line r + s = 1, and the half-line r = s for rs ≥ 1/4. In γ = π, this corresponds to the two
lines s = 1 + r et s = −1 + r. Finally, in (r, s) = (0, 1) and (r, s) = (1, 0), we also have
w′ = 0.
In the other cases, we ask that:

(r2 − s2)2 = r2 + s2 − 2rs cos γ. (1.23)

For each γ, this equation defines implicitly s as a function of r. Notice that the couples
(0, 1) and (1, 0) verify this equation for every γ. Rewrite (1.23) as follows:

(r − s)2
(
(r + s)2 − 1)

)
= 2rs(1− cos γ).

Since the second term is strictly positive, and that (r−s)2 is positive (if cos γ 6= 1 there are
no solution such that r = s), a necessary condition is r+s > 1. Hence, when cos γ = 1, the
singular points on the real axis are the closest in norm l1 for (r, s). In norm l2 (the Euclidean
one), the closest singular point occurs at the coordinates (r, s, γ, w′) = (1/2, 1/2, 0, 0).
To be able to study more precisely the solutions of equation (1.23) when cos γ 6= 1, let
z = r + s, and y = r − s. The previous equation can then be written:

z2y2 = z2

2 (1 + cos γ) + y2

2 (1− cos γ).

We can describe y as a function of z, there exists two branches:

y±(z) = ±
√
z2(1 + cos(γ))
2z2 + cos γ − 1 (1.24)
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Figure 1.8: Singular points on the real axis (w′ = 0) on the plane (r, s) for different values of γ: in blue, γ = 0,
in red γ = π

4 , in green γ = π.

We can determine the domain of definition of z. We mentioned before the fact that we
restrict the discussion to the case r + s > 1, i.e. z > 1. Indeed, we could consider values
smaller than 1, but they would give negative values for either r or s, which does not
interest us. The function y is then well-defined, since the denominator in the square root
is strictly positive under the condition z > 1. Let us study the limit of y when z goes to
infinity:

lim
z→∞

ypm(z) = ±
√

1 + cos γ
2

Hence, in the plane (r, s), the solution s(r) defined implicitly by equation (1.23) have two
branches, which start in (r, s) = (1, 0) (respectively (0, 1)) and which admits, when r goes
to infinity, an asymptote D− : s = r −

√
1+cos γ

2 (respectively D+ : s = r +
√

1+cos γ
2 ).

The figure 1.8 represents the cases γ = 0, γ = π, and a transitional case (here γ = π/4), it
helps identifying the difference between those cases, and understanding the evolution from
the curve of singular points for a null-width with the value γ. When γ increases from 0
to π, we can see on the figure the detachment of the curves from the case γ = 0 to finally
reach the two curves of the case γ = π. We can therefore identify three main zones (or
connected components): the first one is the one containing the origin r = s = 0, which
corresponds to two singular points in w′ of different signs, the case r = s corresponding to
the line where the two singularities are at same distance of the origin; the second one is the
upper zone and corresponds to the existence of singular points with w′1 and w′2 positive;
finally the lower zone for which the singular points have negative values for w′i.

Singular points using the Cartesian coordinates F̃

A general formula of the singular points of the complex Kepler equation in Poincaré coordinates
depends solely on the complex domains of our variables. Our choice of considering polydiscs
will prove to be convenient later, though these domains do not transfer in an intuitive way when
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changing the variable Ẽ into F̃ . Given a point F̃ , it is possible to compute the value of Ẽ and
hence to deduce the width w′ at this exact point. Though, when considering a polydisc, it is
not straightforward to understand well the domain in terms of the variable Ẽ, and to deduce
an exact maximum width. We will therefore only look for a sufficient condition to avoid the
singular points of the change of variables, trying to be as optimal as possible.
First, consider the coordinate Λ̃ ∈ B(Λ0, r) with r < Λ0. The set T where w takes its value is
extended to a set for the w̃ that is T×] − w′max, w′max[. Considering the variable F = µ + ıξ,
the real domain we choose is a disc around the origin (the point of null eccentricity): define 0 <
ρ ≤

√
2(Λ0 − r), then F ∈ B(0, ρ), or in other words F = r0 exp(ıθ) with 0 ≤ r0 < ρ and θ ∈ T.

Considering the complex coordinates ξ̃ and η̃: define an identical width ρ′ <
√

Λ0 − r − ρ/
√

2,
these variables are defined with the help of 0 ≤ r0 < ρ, θ ∈ T, 0 ≤ r1, r2 < ρ′, θ1, θ2 ∈ T, and we
have (µ̃, ξ̃) = (r0 cos θ + r1 exp(ıθ1), r0 sin θ + r2 exp(ıθ2). Let us call this set:

DwΛ0,r,ρ,ρ′,w′max
= {(Λ̃, w̃, ξ̃, η̃) ∈ C× TC × C2 : Λ̃ ∈ B(Λ0, r), |=w̃| < w′max,

∃(ξ0, η0) ∈ B(0, ρ) s.t. ξ̃ ∈ B(ξ0, ρ
′), η̃ ∈ B(η0, ρ

′)}. (1.25)

As shown before, for small values of |Ẽ| and | ˜̄E|, the width on which we have a local dif-
feomorphism is strictly positive and hence we can apply a local inversion theorem. We will
determine values of ρ and ρ′ small enough to be sure that it is still the case.

Lemma 1.2. Under the assumption

1√
Λ0 − r

√
1 + 3ρ′2

2(Λ0 − r)
(ρ+ 2ρ′) < 1, (1.26)

the value of w′max on which the complex Kepler equation induces a local diffeomorphism at every
point of the set DwΛ0,r,ρ,ρ′,w′max

is strictly positive. Besides, the following inequality holds:

w′max > arccosh

√√√√ Λ0 − r
1 + 3ρ′2

2(Λ0−r)

1
(ρ+ 2ρ′)

 . (1.27)

Proof. Consider the complex Kepler equation (1.16) and the definition of Ẽ and ˜̄E as a function
of F̃ and ˜̄F , it gives

1
2
√

Λ̃

√
1− F̃ ˜̄F

4Λ̃

(
F̃ exp(ıw) exp(−w′) + ˜̄F exp(−ıw) exp(w′)

)
= 1. (1.28)

The sufficient condition will rely on determining an upper bound for each of these terms inde-
pendently (instead of maximizing them at the same time), and checking that this bound is less
than 1. Indeed, it is not immediate to maximize together the term under the square root sign
and the terms where w′ appears.
Let us start by bounding the first term Λ̃−

1
2 : the norm of Λ̃ is simply bounded from below by

Λ0 − r, hence |Λ̃−
1
2 | ≤ (Λ0 − r)−

1
2 on the wanted set.

By definition of the set DwΛ0,r,ρ,ρ′,w′max
, there exists r0, r1, r2 ∈ R+ = [0,+∞), σ0, σ1, σ2 ∈ T such

that F = ξ+ ıη = r0 exp(ıθ0), ξ̃− ξ = r1 exp(ıθ1) and η̃ = r2 exp(ıθ2). In the previous equation,
considering the second term of the product under the square root sign, since in real coordinates
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we have F̄F = ξ2 + η2, we get:∣∣∣∣∣1− F̃ ˜̄F
4Λ̃

∣∣∣∣∣ =
∣∣∣∣∣1− ξ̃2 + η̃2

4Λ̃

∣∣∣∣∣
< 1 + 1

4(Λ0 − r)
sup

r0,r1,r2

∣∣∣−r2
0 + 2r0(r1 + r2) + r2

1 + r2
2

∣∣∣
< 1 + 1

4(Λ0 − r)
sup

r0,r1,r2

(
−(r0 − r1 − r2)2 + (r1 + r2)2 + r2

1 + r2
2

)
< 1 + 3ρ′2

2(Λ0 − r)
.

This bound is independent of ρ, using the fact that |FF̄ | = r2
0, and that it has a negative sign

in front of it. It therefore depends only on ρ′ and r′.
Regarding the last term, observe that the maximal value taken by | ˜̄F | is the same as the one
taken by |F̃ | because of the symmetry of the domains. We have∣∣∣(F̃ exp(ıw) exp(−w′) + ˜̄F exp(−ıw′) exp(w′)

)∣∣∣ < sup
Dw

Λ0,r,ρ,ρ′,w′max

|F̃ | × sup
|w′|<w′max

2 cosh(w′)

< 2(ρ+ 2ρ′) cosh(w′max).

Hence, a sufficient condition for the initial set to avoid the singular points in our domain is:

1√
Λ0 − r

√
1 + 3ρ′2

2(Λ0 − r)
(ρ+ 2ρ′) cosh(w′max) < 1.

1.2.3 Induced diffeomorphism

Injectivity and semi-global inversion

The complex Kepler equation, seen as a complex change of variables is associated to the function:

f : TC → C

w̃ 7→ w̃ −
˜̄E
2ı exp(ıw̃) + Ẽ

2ı exp(−ıw̃)

This function is clearly holomorphic, and is a sum of the identity function plus a perturbation.
Therefore, (Id, u) is a holo-decomposition of f (see appendix B), where:

u : TC → C

w̃ 7→ −
˜̄E
2ı exp(ıw̃) + Ẽ

2ı exp(−ıw̃)

To apply the semi-global inversion theorem B.11, it remains to find an open set A such that
for every closed subset B ⊂ A, we have f ′(z) 6= 0 and ‖u′‖A < 1. In the set DwΛ0,r,ρ,ρ′,w′max
determined before, these two conditions are verified.
Proposition 1.3. Let 0 < r < Λ0, 0 < ρ ≤

√
2(Λ0 − r), 0 < ρ′ ≤

√
Λ0 − r − ρ/

√
2 and

w′max = arccosh

√√√√ Λ0 − r
1 + 3ρ′2

2(Λ0−r)

1
(ρ+ 2ρ′)

 .
In the set DwΛ0,r,ρ,ρ′,w′max

, defined in (1.25), the complex Kepler equation induces a diffeomorphism
(<f,=f) from the set
A = T×]− w′max, w′max[ in its image.
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Figure 1.9: Image of the sets T×{−t} and T×{t}
by f̃ , for t = u′max/2, e = 0.2, e′ = 0.2.
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Figure 1.10: Image of the set UtT×] − t, t[ by f̃ ,
for t = u′max/2, e = 0.2, e′ = 0.2.

Proof. The proof is straightforward using our previous work and theorem B.11 of appendix
B.

Surjectivity and domain for the mean longitude

After finding a domain on the eccentric longitudes on which Kepler’s equation induces a dif-
feomorphism, it remains to find a domain in the mean longitude for which this property holds.
The image of a domain U = T×] − w′max, w′max[ by this diffeomorphism is for now unknown.
In Poincaré coordinates, we want to find a domain V = T×]− λ′max, λ′max[ whose image by the
inverse map is contained in U .

Elliptic coordinates:
Consider, for (e, e′) ∈ R+ × R and t ≤ u′max:

f̃ Ut = T× (−t, t)→ g(U)
(u, u′) 7→

(
u− e sin(u) cosh(u′) + e′ cos(u) sinh(u′),
u′ − e′ sin(u) cosh(u′)− e cos(u) sinh(u′)

)
To understand better the image of Ut by f̃ , we can consider the image of the sets T × {t} and
T× {−t}. An example for e = 0.2, e′ = 0.2 and t = u′max/2 is given in figure 1.9. The image of
the set Ut by f̃ is contained between those curves (figure 1.10).

To define a rectangular set T×]− l′max, l′max[ in the image of the set Ut by f̃ , it is therefore
enough to concentrate on the minimum of l′ when u varies. Besides, we show that this value
is maximal for t = u′max, which means that the maximum value l′max on which there exists a
diffeomorphism is as well a singular point of Kepler’s equation. Indeed, we have

l′ = u′ − e′ sin(u) cosh(u′)− e cos(u) sinh(u′), (1.29)

and for u′ = u′max, the location of a minimum of this function is a point for which u and u′ goes
to zero at the same time. Therefore, the width l′max corresponds to the minimal value of l′ such
that the inverse map has a singular point.
Recall the definition of µ =

√
e′ 2 cosh2(u′) + e2 sinh2(u′). If µ = 0 then l′ = u′. Now if µ > 0,
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Figure 1.11: Image of the set T×]−u′max, u′max[ by the function g and of the lines of equation l′ = ±(u′max−µ),
with e = 0.2, e′ = 0.2.

equation (1.12) was giving: 
cos(u) = ±e sinh(u′)

µ

sin(u) = ±e
′ cosh(u′)

µ

Injecting in the equation of l′, it gives

l′ = u′ ∓ µ.

For µ ≥ 0, the minimum of the right term is l′ = u′ − µ. As said before, this value is maximal
in the set u′ ∈ [u′max, u′max] when u′ = u′max. Observe that for e and e′ sufficiently small, l′ is
positive. The width l′max is hence given by the formula:

l′max = u′max −
√
e′ 2 cosh2(u′max) + e2 sinh2(u′max).

In our work, we are interested in the case l′max > 0. Figure 1.11 shows the limit case when
t = u′max, on which we drew the limit value l′max and −l′max. We can observe different limit
cases for which l′max goes to zero:

• In the case the eccentricity is large enough, then l′max defined as before might be negative.
Hence, there would exist angles l for which the fiber of (l, 0) is not in the set Uumax . The
width l′ will then be considered to be null. This case is represented in figure 1.12.

• In the case of a non-null eccentricity, when choosing a value t < u′max, if t is too small
then we would have l′max < 0. Indeed, a small enough t implies that we did not "fill" any
set of the form T×]− l′max, l′max[. The width l′ will again be considered to be 0. This case
is represented in figure 1.13.

Since solving the equation l′max > 0 requires to solve an equation of the form expx+ cx = 0,
we will express the solution implicitly.

Lemma 1.4. Let e > 0, e′ ∈ R, and l′max = u′max −
√
e′ 2 cosh2(u′max) + e2 sinh2(u′max). If

l′max > 0, then g−1 is a (analytic) diffeomorphism on the set T×]− l′max, l′max[, and its image is
contained in the set Uu′max.
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Figure 1.12: Image of the set T×] − u′max, u′max[
by g and of the lines of equation l′ = ±(u′max − µ),
with e = 0.9, e′ = 0.7.
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Figure 1.13: Image of the set T×]− t, t[ by g, with
t = u′max/15, e = 0.2, e′ = 0.2.

Poincaré coordinates:
Let Λ0 > 0, 0 < r < Λ0, 0 < ρ ≤

√
2(Λ0 − r), 0 < ρ′ ≤

√
Λ0 − r − ρ/

√
2. The function we want

to consider this time is the following:

h̃ T×]− t, t[→ C

w̃ 7→ w̃ − 1
2ı
√

Λ̃

√
1− F̃ ˜̄F

4Λ̃

(
F̃ exp(ıw̃)− ˜̄F exp(−ıw̃)

)
Now let w′ > 0, and consider the following definitions:

a1 = 1√
Λ0 − r

b1 = r√
Λ0(Λ0 − r)

a2 = 1 + 3ρ′2

2(Λ0 − r)
b2 = 2ρ′(Λ0 + r)(ρ′ +

√
2ρ) + r(ρ+

√
2ρ′)2

4(Λ0 − r)2

a3(w′) = (ρ+ 2ρ′) coshw′ b3(w′) = ρ sinhw′ + 2ρ′ coshw′

(1.30)

We shall prove the following statement:

Proposition 1.5. Let Λ̃ ∈ B(Λ0, r) and (ξ̃, η̃) ∈ C2 such that there exists ξ0 + ıη0 ∈ B(0, ρ)
with ξ̃ ∈ B(ξ0, ρ

′) and η̃ ∈ B(η0, ρ
′). Let t be such that

0 < t ≤ w′max = arccosh

√√√√ Λ0 − r
1 + 3ρ′2

2(Λ0−r)

1
(ρ+ 2ρ′)

 .
Define:

λ′max = t− (a1a2b3(t) + a2a3(t)b1 + a1a3(t)b2 + b1b2b3(t)). (1.31)

If λ′max > 0 and 4r < 3Λ0, then the function (h̃)−1 is a diffeomorphism on the set T×] −
λ′max, λ

′
max[ onto its image, which is a subset of the set T×]− t, t[.

Observe that the variable λ′max for a fixed t is positive if r and ρ′ are small enough. Hence,
we can always find a value of r and ρ such that we have a diffeomorphism.

To prove this proposition, we will need a mini-lemma.

Lemma 1.6. Let z be a complex number of the form z = a + ıb. Consider a complex number
c+ ıd such that (c+ ıd)2 = 1 + z. If |a| ≤ 3

4 , then the inequality |d| ≤ |b| holds.
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Proof. Let a, b, c, d defined as in the statement. We have the relations:

c2 = 1 + a+ d2, 2cd = b

Hence:

|a| ≤ 3
4 ⇒ |1 + a| ≥ 1

4 ⇒ |c| ≥ 1
2

Besides:

|c| ≥ 1
2 ⇒ |b| = |2cd| ≥ |d| (1.32)

We can now prove the proposition.

Proof. First, define λ′ = =(h̃(w,w′)). We want to know, as before, if for a value of w′ > 0
this function have a minimum that is strictly positive. Using the same arguments as in the
previous paragraph, we will then have a width λ′ strictly positive such that the inverse map is
a diffeomorphism.
Let us take a look at the value

λ′max = w′ − sup
Dw,1

Λ0,r,ρ,ρ′,w′max

(|Ẽ|) coshw′.

We showed earlier that:

sup
Dw,1

Λ0,r,ρ,ρ′,w′max

|Ẽ| < 1√
Λ0 − r

√
1 + 3ρ′2

2(Λ0 − r)|
(
ρ+ 2ρ′

)
.

Yet, this estimate is not precise enough to work with. Indeed, looking at the case w′ = w′max,
and injecting the results in the value of λ′max, we obtain minλ′ = u′max − 1. The 1 comes from
the maximal value of the derivative we found before, when we bounded at the same time the
factor sin x aand cosx. We need here to be more precise, trying not to "break" the real structure
of Kepler’s equation when considering its analytic continuation. We therefore have to take a
closer look to the imaginary part of h̃, which can be seen as a perturbation of the real case for
small values of the r, ρ′, w′.
Let us study the expression of

(
F̃ exp(ıw̃) + ˜̄F exp(−ıw̃)

)
, in order to separate its real and

imaginary part of it. First, there exists 0 ≤ r0 < ρ, 0 ≤ r1, r2 < ρ′, and θ, θ1, θ2 ∈ T such that:{
F̃ = r0 exp(ıθ) + r1 exp(ıθ1) + ır2 exp(ıθ2)
˜̄F = r0 exp(−ıθ) + r1 exp(ıθ1)− ır2 exp(ıθ2)

Hence,

1
2ı
(
F̃ exp(ıw̃) + ˜̄F exp(−ıw̃)

)
= r0 sin(θ + w̃) + r1 exp(ıθ1) sin(w̃) + r2 exp(ıθ2) cos(w̃).

We deduce the 2 following inequalities:

∣∣∣∣<( 1
2ı
(
F̃ exp(ıw̃) + ˜̄F exp(−ıw̃)

))∣∣∣∣ < (ρ+ 2ρ′) cosh(w′) = a3(w′)

∣∣∣∣=( 1
2ı
(
F̃ exp(ıw̃) + ˜̄F exp(−ıw̃)

))∣∣∣∣ < ρ sinh(w′) + 2ρ′ cosh(w′) = b3(w′)
(1.33)



30 Chapter 1. Analyticity, singularities, bound on the Hamiltonian norm

In the imaginary part, we have the small terms ρ′ or sinhw′ in factor. We will now try to bound
from above the imaginary and real parts of the two other terms appearing in the imaginary
part of h̃. observe that we are not interested in a precise estimate for the real terms, since they
are not small. Yet, it is necessary to highlight the fact that the imaginary parts remains small.
Recall that we showed∣∣∣∣∣∣<

√1− F̃ ˜̄F
4Λ̃

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
√

1− FF̄

4Λ

∣∣∣∣∣∣ ≤ 1 + 3ρ′2

2(Λ0 − r)
= a2.

As for the imaginary part, we will use lemma 1.6. Before, we need to make a further assumption
to verify the hypothesis of the lemma. Observe that |a| ≤ |a + ıb| = |z|. Hence, we can ensure
that the norm of z is small enough to verify our hypothesis. We know that∣∣∣∣∣ F̃ ˜̄F

4Λ̃

∣∣∣∣∣ < (ρ+
√

2ρ′)2

4(Λ0 − r)
,

hence, to apply the lemma, we require

(ρ+
√

2ρ′)2

(Λ0 − r)
< 3 ⇔ ρ′ <

√
3
2(Λ0 − r)−

ρ√
2
, (1.34)

which is a hypothesis of the proposition.
We can now determine the norm of the imaginary part of the term we are studying, so as to
deduce the desired bound. We have:

F̃ ˜̄F
4Λ̃

= ξ̃2 + η̃2

4Λ̃
⇒ =

(
F̃ ˜̄F
4Λ̃

)
= =

(
ξ̃2 + η̃2

4Λ̃

)
= 1

4|Λ̃|2
=
( ¯̃Λ(ξ̃2 + η̃2)

)
.

At the frontier of our domain, we have ξ̃ = ρ cos θ+ρ′ exp(ıθ1), and η̃ = ρ sin θ+ρ′ exp(ıθ2). We
get:

ξ̃2 + η̃2 = ρ2 + ρ′2(cos(2θ1) + cos(2θ2)) + 2ρρ′(cos θ cos θ1 + sin θ cos θ2)

+ ı
(
ρ′2(sin(2θ1) + sin(2θ2) + 2ρρ′(cos θ sin θ1 + sin θ sin θ2)

)
.

Whence,

|=(ξ̃2 + η̃2)| ≤ 2ρ′(
√

2ρ+ ρ′),

as for the real and imaginary parts of ¯̃Λ, the upper bounds |< ¯̃Λ| < Λ0 + r, and |= ¯̃Λ| < r are
straightforward. Multiplying these two terms, we obtain the following upper bound∣∣∣∣∣∣=

√1− F̃ ˜̄F
4Λ̃

∣∣∣∣∣∣ < 1
4(Λ0 − r)2

(
2ρ′(Λ0 + r)(ρ′ +

√
2ρ) + r(ρ+

√
2ρ′)2

)
= b2.

Gathering the computations, we have the following implication:

(ρ+
√

2ρ′)2

(Λ0 − r)
< 3⇒

∣∣∣∣∣∣=
√1− F̃ ˜̄F

4Λ̃

∣∣∣∣∣∣ ≤ b2.
It remains to consider the term

√
Λ̃
−1

. It can be put under the form:

1√
Λ̃

=

√
¯̃Λ
|Λ̃|

.
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Yet Λ̃ = Λ0 + s exp(ıθ) with 0 < s < r. Using again lemma 1.6, we get the upper bounds:

∣∣∣∣<( 1
Λ̃

)∣∣∣∣ ≤ 1√
|Λ̃|

<
1√

Λ0 − r
= a1

∣∣∣∣=( 1
Λ̃

)∣∣∣∣ < r√
Λ0(Λ0 − r)

= a2 if r

Λ0
≤ 3

4

With all these estimates, one can bound the imaginary part of the product of the three terms,
using either their real parts ai or their imaginary parts bi for i = 1, 2, 3. Then, using the
considerations we made while studying the same problem in elliptic coordinates, the result
follows.

1.3 Estimates on the norm of the disturbing function
In this part, we determine a bound on the norm of the perturbation in the plane planetary
three-body problem. Recall the formula (1.4) of the perturbation:

Hpert(P1, P2, Q1, Q2) = Ggravµ1m2
|Q2|

∑
n≥2

σnPn(cos(S))
( |Q1|
|Q2|

)n
,

with σn = σn−1
0 + (−1)nσn−1

1 . There are different terms to study before deriving an explicit
bound. First, we need to study the terms |Q1| and |Q2|. Secondly, we need to study the norm of
Pn(cosS) for a complex angle S. We will need to do some initial work on Legendre polynomials,
and on the analytic continuation of their expression, as well as finding a bound on the complex
cosine.

1.3.1 Discussion on the singularities

Before studying the norm of the perturbation, let us take a closer look at the singularities. Before
expanding the perturbation with respect to the semi-major axis, we had three terms in the
expression of the perturbation. These terms had the following denominators: |Q2|, |Q2 − σ0Q1|
and |Q2 + σ1Q1|. For real variables, singularities can arise in different cases. The first term
corresponds to the distance between the outer planet and the center of mass of the star and
the inner planet: this singularity is artificial and depends on our choice of masses of the Kepler
Hamiltonian. The second corresponds to the distance between the two planets, and the third
one to the distance between the star and the outer planet. In the planetary problem we consider,
the first singularity that can arise corresponds to the crossing of the orbits of the two planets,
and hence to the term: |Q2 − σ0Q1|.
When studying the analytic continuation, we saw that there were two possibilities for this
denominator to go to zero. First, if Q̃1 = Q̃2, and secondly if ˜̄Q1 = ˜̄Q2. Since we are looking
at a symmetrical complex neighborhood (more exactly polydiscs) around the real set of orbits,
these two conditions are equivalent. Now, looking at the elliptic coordinates, we have Q̃i =
ãi(1− ẽi cos(ũi+ g̃i)), for i = 1, 2. Therefore, bounding from above ã1 and from below ã2, we are
left with the derivative of Kepler’s equation. Since |Q1| > 0, we are not looking at the singular
points of Kepler’s equation. Indeed, those corresponds to the singularity between the star and
the outer planet, though the singularity of the distance between the two planets occurs before
this one. When |ã2(1− ẽ2 cos(ũ2 + g̃2)| ∼ |ã1|, we reach this singularity. Hence, the formula of a
singularity depends on the variables of the two bodies, and it occurs before the eventual singular
points of the diffeomorphism between the eccentric and mean longitudes of the second planet.
Besides, if we let the eccentricities of the two planets belong to the same set, this singularity
happens before the singularity between the inner planet and the star, as well as the singular
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points of the diffeomorphism between the eccentric and mean longitudes for the first planet.
We need to derive a sufficient condition in Poincaré coordinates to avoid this singularity. Yet a
necessary condition would necessitate to overcome the difficulties of finding exactly the singular
points of the complex Kepler equation in Poincaré coordinates.

1.3.2 Bound on the norm of the complex distances star-planet

We are looking at the terms |Qi| for i = 1, 2. Before the step of analytic continuation, their
formulas are given by

q = |Q| = a(1− e cosu).
After this step, we therefore have

q̃ = ã(1− ẽ cos ũ).
Notice that the estimates on 1− ẽ cos ũ have already been obtained while studying the singular
points of the complex Kepler equation. It remains to adapt these here. We can start by defining
a domain of analyticity on which we want our estimates.
Let Λ0,i > 0 for i = 1, 2, r < Λ0,1,Λ0,2, 0 < ρ <

√
2(Λ0,i − r), ρ′ <

√
Λ0,i − r − ρ/

√
2 and

λ′max > 0. Define the following set:

DΛ0,r,ρ,ρ′,λ′max = {(Λ1,Λ2, λ1, λ2, ξ1, ξ2, η1, η2) ∈ C2 × T2
C × C4|

for i=1,2:Λi ∈ B(Λ0,i, r), |=λi| < λ′max,

∃(ξ0,i, η0,i) ∈ B(0, ρ) s.t. ξi ∈ B(ξ0,i, ρ
′), ηi ∈ B(η0,i, ρ

′)}.

Forgetting the indices, we write:

h̃ : (w̃, ξ̃, η̃) 7→ w̃ −
˜̄E
2ı exp(ıw̃) + Ẽ

2ı exp(−ıw̃),

where the variable E depends on the coordinates ξ and η. We have

q̃ = Λ̃2

GgravMµ2
∂h̃

∂w̃
(w̃, ξ̃, η̃).

If Λ̃ ∈ B(Λ0, r) with r < Λ0, then the term Λ̃2 verifies (Λ0 − r)2 < |Λ̃2| < (Λ0 + r)2. Let us
define the variable t (specific to each body) implicitly with the help of λ′max and of the other
analyticity width, such as done in proposition 1.5, in the following way:

λ′max = t− (a1a2b3(t) + a2a3(t)b1 + a1a3(t)b2 + b1b2b3(t)).

If there exists indeed t > 0 solution of this implicit equation, then the study of singular points
in the Poincaré coordinates gave:∣∣∣∣∣1− ∂h̃

∂w̃
(w̃, ξ̃, η̃)

∣∣∣∣∣ < 1√
Λ0 − r

√
1 + 3ρ′2

2(Λ0 − r)
(ρ+ 2ρ′) cosh t = l(Λ0, r, ρ, ρ

′, t).

Moreover, if we had l(Λ0, r, ρ, ρ
′, t) < 1, then Kepler’s equation was inducing a diffeomorphism

between the eccentric longitudes and the mean longitudes for |=λ| < λ′max.
Hence, we deduce that, under the assumption l(Λ0, r, ρ, ρ

′, t) < 1 and λ′max > 0:

(Λ0 − r)2

GgravMµ2
(
1− l(Λ0, r, ρ, ρ

′, t)
)
< |q̃| < (Λ0 + r)2

GgravMµ2
(
1 + l(Λ0, r, ρ, ρ

′, t)
)

(Λ0 − r)2

GgravMµ2
(
1− l(Λ0, r, ρ, ρ

′, t)
)
< |q̃| < 2 (Λ0 + r)2

GgravMµ2 . (1.35)

The second inequation is not optimal, though it is succinct and simple to use. Indeed, we
replaced the term 1 + l by 2, which is a choice of convenience. It corresponds to consider the
second body on a circle of radius 2ã2 instead of its ellipse. Nevertheless, it implies that when
injecting this value in the series of the perturbation, it increases its norm artificially.
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1.3.3 Estimates on Legendre polynomials

The complex Legendre polynomials

In this section, we first recall some results on the Legendre polynomials, and then we give an
upper bound on the Legendre polynomials evaluated on some complex set. We focus here on
relations that are interesting in our study, although a lot of work have been done on these
polynomials (see [1, 3] for instance). In our problem, these polynomials arise in the plane
planetary three-body problem because of the following relation:

1√
1− 2xz + z2

=
∞∑
n=0

Pn(x)zn.

One can work on those using the polynomials Un(x) = (x2 − 1)n for n ≥ 0, we have:

Pn(x) = U (n)
n (x) = dnUn

dxn
(x).

Observe that the polynomial Un is of degree 2n, and admits two repeated roots of order n: −1
and 1. Hence, considering the successive derivatives of these polynomials, the polynomial Pn is
of degree n, and all of its roots are simple roots belonging to the set ]−1, 1[. One more definition
will be important for us, it is the explicit form of Pn for n ≥ 0:

Pn(x) = 1
2n
bn/2c∑
k=0

(−1)k
(
n

k

)(
2n− 2k

n

)
xn−2k.

From this relation, we can deduce several results. First the Legendre polynomial are either even
or odd, depending on the parity of n. Next, the leading coefficient of Pn is

(2n)!
2n(n!)2 =

n∏
k=1

2k − 1
k

. (1.36)

The polynomials are also defined by a recurrence relation, the formula for n > 0 being

(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x),

with P0(x) = 1, and P1(x) = x. We therefore deduce that Pn(1) = 1 and P2n+1(0) = 0 for all
n. We want to find a suitable way of expressing the Legendre polynomials, and derive estimates
on an upper bound. We have, for all n ≥ 0:

P2n(x) = (4n)!
22n(2n)!

n∏
i=1

(x2 − λ2
2n,i)

P2n+1(x) = (4n+ 2)!
22n+1(2n+ 1)!x

n∏
i=1

(x2 − λ2
2n+1,i)

,

where the roots λn,i ∈]− 1, 1[. Define for ρ > 0:

B0(ρ) = {z ∈ C, |z| < ρ} . (1.37)

We have:

Proposition 1.7. ∀x ∈ [−1, 1], ∀n ≥ 0:

|Pn(x)| ≤ 1. (1.38)

∀z ∈ B0(ρ) with ρ ≥ 0, ∀n ≥ 0

|Pn(z)| ≤ (2n)!
2nn!

(√
1 + ρ2

)n
. (1.39)
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Proof. For n ≥ 1, and x ∈ [−1, 1]:

Qn(x) = (Pn(x))2 + 1− x2

n(n+ 1)(P ′n(x))2.

The polynomialQn is even, let us show that it is increasing for x ∈ [0, 1]. The fact thatQn(1) = 1
and that (Pn(x))2 ≤ Qn(x) then finishes the proof.

Q′n(x) = 2P ′n(x)Pn(x)− 2xP ′n(x)
n(n+ 1) + 2(1− x2)P ′n(x)P ′′n (x)

n(n+ 1)

= 2P ′n(x)
n(n+ 1)

(
n(n+ 1)Pn(x)− xP ′n(x) + (1− x2)P ′′n (x)

)
. (1.40)

Besides, U ′n(x) = 2nx(x2 − 1)n−1, whence

(x2 − 1)U ′n(x) = 2nxUn(x).

Computing the (n+1)-th derivative, we obtain:

(x2 − 1)P ′′n (x) + 2xP ′n(x) = n(n+ 1)Pn(x).

Injecting this relation in equation (1.40), we obtain:

Q′n(x) = 2x(P ′n(x))2

n(n+ 1)

Thus, for x ≥ 0, the derivative is increasing, and |Pn(x)| ≤ Qn(x) ≤ 1 for all x ∈ [−1, 1].

To show the second result, notice that the Legendre polynomials can be decomposed in two
types of polynomials: z2−λ2 with 0 < λ < 1 or z. Let us begin by a study on these polynomials
to deduce the final result.

• R(z) = z: it is straightforward that the norm of R on B0(ρ) is bounded by ρ.

• R(z) = z2 − λ2, 0 < λ < 1: let z = r exp(ıθ), with r ≤ ρ. We can start by bounding the
norm of this polynomial using the argument of z. We have R(z) = r2 exp(2ıθ) − λ2and
hence,

|R(z)|2 = r4 + λ4 − 2λ2r2 cos(2θ).

The norm of this polynomial is therefore maximal for θ ∈ {π/2, 3π/2}, in other words, if
z the real part of z is null. We then have |R(z)| = r2 +λ2. Given the domain of definition
of these value, we have the following bound:

|R(z)| < ρ2 + 1 = lim
r→ρ, λ→1

r2 + λ2

The study of these two types of polynomials is in fact enough to conclude. Indeed the maximum
of those terms can be taken on the imaginary axis, or in other words letting z go to ±ıρ. If we
do not know where the roots of the nth Legendre polynomial exactly are, we know that they
are simple and in the set ] − 1, 1[. We will therefore consider the worst case, and take |λ| ≤ 1.
As well, even if 0 is the root of the polynomial R(z) = z, we can bound it by

√
1 + ρ2 on our

domain in order to simplify the final result. In the end, we have:

bn/2c∏
i=1

(x2 − λ2
n,i) ≤

(√
1 + ρ2

)n
.
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Multiplying this expression by the leading coefficient we determined before, and finally, for
z ∈ B0(ρ): ∣∣∣∣∣ 1√

1− 2zy + y2

∣∣∣∣∣ ≤
∞∑
n=0

(2n)!
2n(n!)2

(
|y|
√

1 + ρ2
)n

This series is convergent for y ∈ B0

(
1√

1 + ρ2

)
, in other words for |y|

√
1 + ρ2 ≤ 1.

Application to the complex oriented angle between the planets

Recall the formula (1.9) of the complex oriented angle between the two planets:

cosS = 1
2

(√
z1z̄2
z̄1z2

+
√
z̄1z2
z1z̄2

)

Call d =
√
z1z̄2
z̄1z2

, we have cosS = 1
2(d + 1/d). Considering the analytic continuation of this

formulas, we call dm = supD |d̃|, where D is the complex neighborhood of our real domain. We
then have | cos S̃| ≤ 1/2(dm + 1/dm).
Notice that the difference between z and z̄ consists only in changing the angle u in −u. Hence,
when considering the analytic continuation of our function, by symmetry of the domains (which
are polydiscs), the maxima and minima of z and z̄ are the same. It is therefore enough to study
only one of those terms (for instance z), and to determine the extrema of this value over the
domain to find a bound on dm.
First, let us work on dm to simplify our work. We can observe that both z̃ and ˜̄z are proportional
to ã, hence we can already remove this factor from our computation. The formula for z we are
considering is

z̃ = cos ũ− ẽ+ ı
√

1− ẽ2 sin ũ.

Call as well di =
√
zi/z̄i, and hence d = d1/d2. We have d1 =

√
z2

1/(z1z̄1), where we let appear
the value z1z̄1 = 1− e cosu, which will help us using the previous work. In order to bound the
term |z̃1

2| more subtly, we can see it as a perturbation of the real case. Indeed, we will compare
the two terms z̃ ¯̃z and |z̃ ˜̄z|. Recall:

z̃ ˜̄z = x̃2 + ỹ2

= x2 − x′2 + y2 − y′2 + 2ı(xx′ + yy′).

As for the term z̃ ¯̃z:

z̃ ¯̃z = (x− y′)2 + (x′ + y)2

= x2 + y2 + x′2 + y′2 − 2xy′ + 2x′y
= z̃ ˜̄z + 2(x′2 + y′2 − xy′ + x′y + ı(xx′ + yy′))
= z̃ ˜̄z + 2ı(x− y′ − ı(x′ + y))(x′ + ıy′)
= z̃ ˜̄z + 2ı¯̃zz′,

where z′ = x′ + ıy′. Hence, we have the bound:

|z̃|2 ≤ |z̃ ˜̄z|+ 2|¯̃z||z′|
≤ |z̃ ˜̄z|+ 2|z̃||z′|.

In this inequality, there is still a term z̃ appearing on the right side, whereas we want to bound
it. Though, it is multiplied by a factor 2|z′|, and since the latter goes to zero when we are
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considering the real set, it can be made as small as wanted by choosing a small polydisc. We
will therefore consider it much smaller than |z̃ ˜̄z|. We can rewrite this equation as follows:

|z̃|2 − 2|z̃||z′| − |z̃ ˜̄z| ≤ 0.

We now have an inequation involving a polynomial of order 2, with a positive leading coefficient.
Hence, the maximum value that |z̃| can take corresponds to the equality case.

∆ = 4(|z′|2 + |z̃ ˜̄z|).

The positive root of this equation is therefore:

|z̃|max = |z′|+
√
|z̃ ˜̄z|+ |z′|2.

Now, using the fact that
√

1 + x ≤ 1 +
√
x for all x > 0, we have the following bound:

|z̃|max ≤
√
|z̃ ˜̄z|

1 + 2 |z
′|√
|z̃ ˜̄z|

 .
Regarding the value of d̃1:

|d̃1| =
∣∣∣∣∣
√
z̃1
˜̄z1

∣∣∣∣∣ ≤ |z̃1|√
|z̃1 ˜̄z1|

≤ 1 + 2 |z′1|√
|z̃1 ˜̄z1|

We can also estimate the maximum of 1/d2, it suffices to change the angle u2 in −u2: consider
the ratio 1/d2 =

√
˜̄z2
2/(z̃2 ˜̄z2) and change the angle. After computation, we obtain

|d̃| ≤

1 + 2 |z′1|√
|z̃1 ˜̄z1|

1 + 2 |z′2|√
|z̃2 ˜̄z2|

 .
We now have to bound |z′i|. Consider

z′ = x′ + ıy′{
x+ ıx′ = cos w̃ − ẽ = cosw coshw′ − ı sinw sinhw′ + e+ ıe′

y + ıy′ =
√

1− ẽ2 sin w̃ =
√

1− ẽ2(sinw coshw′ + ı cosw sinhw′) ,

from which we deduce{
x′ = − sinw sinhw′ + e′

y′ = <(
√

1− ẽ2) cosw sinhw′ + =(
√

1− ẽ2) sinw coshw′ .

When trying to bound our terms, we will ensure that the imaginary terms remain small, by
keeping in factor the analyticity width. Let us study more precisely the different terms.

1. =(
√

1− ẽ2): recall that by definition,
√

1− ẽ2 = 1− ξ̃2+η̃2

2Λ̃ . We already studied this term,
which was arising while looking at the complex Kepler equation.

=(
√

1− ẽ2) = =
(
ξ̃2 + η̃2

2Λ̃

)
= 1

2|Λ̃|2
=
( ¯̃Λ(ξ̃2 + η̃2)

)
.

And a bound on this term was:

|=(
√

1− ẽ2)| < 1
2(Λ0 − r)2

(
rρ2 + 2ρ′(Λ0 + 2r)(ρ′ +

√
2ρ)
)
.
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2. <(
√

1− ẽ2): this term is in factor of sinh u′, it is not supposed to be small (it is close to 1
in the real domain), since the hyperbolic sine will play this role. A rough bound is:

|<(
√

1− ẽ2)| =
∣∣∣∣∣<
(

1− ξ̃2 + η̃2

2Λ̃

)∣∣∣∣∣ ≤ 1 +
∣∣∣∣∣ ξ̃2 + η̃2

2Λ̃

∣∣∣∣∣
≤ 1 + (ρ+

√
2ρ′)2

2(Λ0 − r)
.

3. e′: for this term, we want to have one of the analyticity width in factor. By definition:

e =

√
1− FF̄

4Λ

√
FF̄√
Λ
.

The first factor has already been studied in lemma 1.6. We had:∣∣∣∣∣∣<
√1− FF̄

4Λ

∣∣∣∣∣∣ ≤ 1 + 3ρ′2

2(Λ0 − r)
,

and:

(ρ+
√

2ρ′)2

(Λ0 − r)
< 3⇒

∣∣∣∣∣∣=
√1− FF̄

4Λ

∣∣∣∣∣∣ ≤ 1
4(Λ0 − r)2

(
rρ2 + 2ρ′(Λ0 + 2r)(ρ′ +

√
2ρ)
)
.

Let us now bound the real part of
√

F̃ ˜̄F
Λ̃ .:

∣∣∣∣∣∣<
√ F̃ ˜̄F

Λ̃

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
√
F̃ ˜̄F
Λ̃

∣∣∣∣∣∣ =

√√√√∣∣∣∣∣ F̃ ˜̄F
Λ̃

∣∣∣∣∣ ≤ (ρ+
√

2ρ′)√
Λ0 − r

.

The computation of a bound on the imaginary part must let appear a small factor. The
main difficulty will be again the presence of the square root, lemma 1.6 being not applicable
to this case. Recall that ξ̃ = r0 cos θ + r1 exp(ıθ1) and η̃ = r0 sin θ + r2 exp(ıθ2), hence:

F̃ ˜̄F = ξ̃2 + η̃2

= r2
0 + r2

1 cos(2θ1) + r2
2 cos(2θ2) + 2r0r1 cos θ cos θ1 + 2r0r2 sin θ cos θ2

+ ı (r1r2(sin(2θ1) + sin(2θ2) + 2r0r1 cos θ sin θ1 + 2r0r2 sin θ sin θ2) .

We also obtained the inequality:

r

Λ0
≤ 3

4 ⇒
∣∣∣∣∣=
(√

¯̃Λ
)∣∣∣∣∣ < r√

Λ0

It remains to compute the imaginary part of
√
ξ̃2 + η̃2. The bound will be this time more

delicate to compute given the shape of the domain we are considering. Consider a complex
number z = a+ ıb, and a root z = (c+ ıd)2. We have the equality c2−d2 = a and b = 2cd.
Hence, we deduce that

d2 = −a2 + 1
2
√
a2 + b2 = −a2 + |z|2 .

In our case, by symmetry of the domains in which r1 and r2 take their value, we will bound
|z| = |ξ2 + η2| by (r0 +

√
2ρ′)2, and it only remains to calculate a lower bound on the real

part of z. We have

|a| = |r2
0 + r2

1 cos(2θ1) + r2
2 cos(2θ2) + 2r0r1 cos θ cos θ1 + 2r0r2 sin θ cos θ2|,
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which also satisfies

|a| ≥ r2
0 − 2

√
2r0ρ

′ − 2r′20 .

Whence,

max |d|2 ≤ 1
2
(
(r0 +

√
2ρ′)2 − r2

0 − 2
√

2r0ρ
′ − 2r′20

)
≤
√

2ρ′(
√

2ρ′ + 2r0)
≤
√

2ρ′(
√

2ρ′ + 2ρ).

We can now derive an upper bound on the imaginary part of the product of these terms,
and it indeed goes to zero when considering null analyticity widths (i.e. in the real domain):∣∣∣∣∣∣=

√ F̃ ˜̄F
Λ̃

∣∣∣∣∣∣ ≤ 1
|Λ̃|

∣∣∣∣∣<
(√

¯̃Λ
)∣∣∣∣∣
∣∣∣∣∣=(
√
F̃ ˜̄F )

∣∣∣∣∣ + 1
|Λ̃|

∣∣∣∣∣=
(√

¯̃Λ
)∣∣∣∣∣
∣∣∣∣∣<(
√
F̃ ˜̄F )

∣∣∣∣∣
≤
√

Λ0 + r

Λ0 − r

√√
2ρ′(
√

2ρ′ + 2ρ) + (ρ+
√

2ρ′)
Λ0 − r

r√
Λ0

Regarding the bound on the variable e′, under the following hypotheses, we have

(1) (ρ+
√

2ρ′)2

(Λ0 − r)
< 3,

(2) r

Λ0
≤ 3

4 .

Hence |e′| ≤ e′max(Λ0, r, ρ, ρ
′) with

e′max(Λ0, r, ρ, ρ
′) = (ρ+

√
2ρ′)

4(Λ0 − r)
5
2

(
rρ2 + 2ρ′(Λ0 + 2r)(ρ′ +

√
2ρ)
)

+
(

1 + 3ρ′2

2(Λ0 − r)

)(√
Λ0 + r

Λ0 − r

√√
2ρ′(
√

2ρ′ + 2ρ) + (ρ+
√

2ρ′)
Λ0 − r

r√
Λ0

)
(1.41)

Observe that for the first time we have the presence of a term that does not decrease
linearly with the analyticity width, but with the square root of ρ′; this is due to the
expression of e.

4. sinhw′, coshw′: regarding these two terms, we will not worry about their bound in
Poincaré variables yet, but will simply bound |w′| using w′max. It is obvious that for a
small value of w′max, sinhw′ is close to 0, and coshw′ is close to 1. To simplify again the
calculation, we will use a rough bound on coshw′

| coshw′| ≤ 1 + | sinhw′|
≤ 1 + sinh(w′max),

and will use the inequation | sinhw′| ≤ sinhw′max.

We can now bound z′, and more particularly x′ and y′. We have |x′| ≤ x′max(Λ0, r, ρ, ρ
′, w′max)

and |y′| ≤ y′max(Λ0, r, ρ, ρ
′, w′max) with:

x′max = sinhw′max + e′max

y′max =
(

1 + 3ρ′2

2(Λ0 − r)

)
sinhw′max + 1 + sinhw′max

2(Λ0 − r)2

(
rρ2 + 2ρ′(Λ0 + 2r)(ρ′ +

√
2ρ)
)
(1.42)

With the help of equation (1.35), we now bound dm in a suitable way, using all the variables.
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Proposition 1.8. On the set DΛ0,r,ρ,ρ′,λ′max, assume that the following hypotheses are satisfied
for i = 1, 2:

(1) There exists ti > 0 s.t. ti verifies
λ′max = ti − (a1,ia2,ib3,i(ti) + a2,ia3,i(ti)b1,i + a1,ia3,i(ti)b2,i + b1,ib2,ib3,i(ti))

(2) li(Λ0,i, r, ρ, ρ
′, ti) = 1√

Λ0,i − r

√
1 + 3ρ′2

2(Λ0,i − r)
(ρ+ 2ρ′) cosh ti < 1

(3) r

Λ0,i
≤ 3

4 .

where the variables ai and bi are defined in (1.30); Then the following inequalities hold:

(i) |d̃i| ≤ di,max = 1 + 2
x′i,max(Λ0,i, r, ρ, ρ

′, ti) + y′i,max(Λ0,i, r, ρ, ρ
′, ti)

1− li(Λ0,i, r, ρ, ρ′, ti)
(ii) dm ≤ dmax = d1,max × d2,max

(iii) cos(S) ≤ η = 1
2

(
dmax + 1

dmax

)
(iv) |Pn(cosS)| ≤ an(Λ0, r, ρ, ρ

′, t1, t2) = (2n)!
2n(n!)2 (

√
1 + η2)n

1.3.4 Final majoration

Using the work of the two last sections, we are able to derive a bound on the norm of the
Hamiltonian. We will give two versions of it. A first version will be a raw one, with a lot of
variables depending on other variables, though cumbersome to compute by hand: it is intended
to a computer calculation. Yet, this formula will be closer to a realistic result, since we will not
lose more optimality artificially. It is still dependent on some choices, and one is encouraged to
make one’s own choices when trying to compute a suitable expression. A second version will be
a compact one. With more assumptions, one can simplify greatly the raw version, and make a
statement simpler to use, though less optimal. With all the elements we computed, it is only a
matter of choice to decide when to stop simplifying the equations.

Notations for the computation of the bound

We recall here every equations we need to state the result.
Let the variables Λ0,1,Λ0,2, r, ρ, ρ

′, λ′max ∈ R+? be such that

r < Λ0, ρ <
√

2(Λ0 − r), ρ′ <
√

Λ0 − r −
ρ√
2
,

where Λ0 = mini=1,2 Λ0,i. Call as well Λ = (Λ0,1,Λ0,2). Now define



a1 = 1√
Λ0 − r

b1 = r√
Λ0(Λ0 − r)

a2 = 1 + 3ρ′2

2(Λ0 − r)
b2 = 2ρ′(Λ0 + r)(ρ′ +

√
2ρ) + r(ρ+

√
2ρ′)2

4(Λ0 − r)2

a3(t) = (ρ+ 2ρ′) cosh t b3(t) = ρ sinh t+ 2ρ′ cosh t
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and

e′max(Λ, r, ρ, ρ′) = (ρ+
√

2ρ′)
4(Λ− r)

5
2

(
rρ2 + 2ρ′(Λ0 + 2r)(ρ′ +

√
2ρ)
)

+
(

1 + 3ρ′2

2(Λ− r)

)(√
Λ + r

Λ− r

√√
2ρ′(
√

2ρ′ + 2ρ) + (ρ+
√

2ρ′)
Λ0 − r

r√
Λ

)
,


x′max = sinh t+ e′max

y′max =
(

1 + 3ρ′2

2(Λ− r)

)
sinh t+ 1 + sinh t

2(Λ− r)2

(
rρ2 + 2ρ′(Λ + 2r)(ρ′ +

√
2ρ)
)

where the e′max is in fact a function of (Λ, r, ρ, ρ′) and x′max, y′max are functions of (Λ, r, ρ, ρ′, t).
Call, for t1, t2 > 0:

li = 1√
Λ0,i − r

(
1 + 3ρ′2

2(Λ0,i − r)

) 1
2

(ρ+ 2ρ′) cosh ti,

di,max = 1 + 2
x′i,max(Λ0,i, r, ρ, ρ

′, ti) + y′i,max(Λ0,i, r, ρ, ρ
′, ti)

1− li
,

dmax = d1,max × d2,max,

η = 1
2

(
dmax + 1

dmax

)
,

A = 2 (m0 +m1)2m2
2

(m0 +m1 +m2)m0m2
1

(
Λ0,1 + r

Λ0,2 − r

)2 1 + l1
1− l2

√
1 + η2,

B = m1
m0

A,

M = G2
grav

(m0 +m1)2m1m
3
2

m0 +m1 +m2
.

A raw theorem for a computer use

Theorem 1.9. On the set DΛ,r,ρ,ρ′,λ′max, if the following hypotheses are true:

(1) There exists ti > 0 s.t. ti verifies
λ′max = ti − (a1,ia2,ib3,i(ti) + a2,ia3,i(ti)b1,i + a1,ia3,i(ti)b2,i + b1,ib2,ib3,i(ti))

(2) l1, l2 < 1

(3) r

Λ0
≤ 3

4 ,

(4) A(Λ0,1,Λ0,2, r, ρ, ρ
′, t1, t2) < 1,

then the following inequality holds

∥∥∥H̃pert

∥∥∥
DΛ,r,ρ,ρ′,λ′max

<
3
8

M

(Λ0,2 − r)2
1

1− l2

(
A2

1− A
+ m1
m0

A2

1 + m1
m0

A

)
. (1.43)
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Proof. The proof is pretty much straightforward. We divide the series of the perturbation (1.4)
into two terms, because of the expression σn = σn−1

0 + (−1)nσn−1
1 . As for the leading coefficient

of the Legendre polynomials that appears in the series, observe that

(2n)!
2n(n!)2 ≤

3
82n.

We then gather all the terms into A and B. The sum of these series are straightforward to
compute. The hypotheses (1), (2) and (3) ensure that we can apply proposition 1.8, the fourth
hypothesis ensuring the convergence of the series.

Remark: Observe that we used the bound on the Legendre polynomial, starting from
n = 2. This estimate is the only estimate where we did not make appear the analyticity widths
as factors, and therefore, it is the less optimal bound in this sense. Though, to improve the
computation, since the first Legendre polynomials are easy to compute, one can work on their
expression directly, instead of the estimates. By doing this, one should be able to reduce the
leading coefficient in front of the first terms, and hence the factor 3/8 in the formula of the
theorem.

A simplified bound

Making further assumptions on the smallness of the analyticity widths allows us to simplify
importantly the conditions and expressions of the previous terms.
Again, let Λ0,1,Λ0,2, r, ρ, ρ

′ ∈ R+? and Λ0 = mini=1,2 Λ0,i.

Corollary 1.10. Let 0 < t ≤ 0.1, under the assumptions

100r < Λ0, 100
√

2ρ′ < ρ, ρ <
25
52
√

Λ0, 57(m0 +m1)2m2
2

m2
0m

2
1

(
Λ0,1
Λ0,2

)2

< 1,

define:

λ′max = t− 1.02 ρ√
Λ0

sinh t− 3.7 ρ′√
Λ0
− 2.4 r

Λ0
.

If λ′max > 0, then the perturbation is analytic on the set DΛ,r,ρ,ρ′,λ′max, and the following inequa-
tion holds:
∥∥∥H̃pert

∥∥∥
DΛ,r,ρ,ρ′,λ′max

< 280G2
grav

(m0 +m1)5m7
2

m4
0m

3
1

(
Λ4

0,1
Λ6

0,2

)(
3 + 11 sinh t+ 10 r

Λ0
+ 11

√
ρ′√
Λ0

)
.

With this corollary, we obtain the rate of decrease of the bound on the norm of the per-
turbation with respect to the analyticity widths. Observe that for a choice of width t for the
angles, the bound decreases as sinh t (therefore as t) when it is small. Considering the variable
λ′max, when t is small, we have λ′max ∼ (1 − 1.02ρ/

√
Λ0)t, and sinh t ∼ t, therefore, the rate of

decrease of the bound with the value λ′max is

1
1− 1.02 ρ√

Λ0

λ′max,

which means that it is linear in λ′max. Observe that the bound is as well linear in the width
r, but not in ρ′. Instead, the square root of ρ′ appears, which comes from the bound on the
imaginary part of

√
ξ̃2 + η̃2. The mixing induced by the presence of the square root, and the

non-trivial shape of the domain where ξ̃2 + η̃2 are defined, imply that the bound we found was
in
√
ρ′.
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Proof. The proof of this corollary requires a lot of simple computations (that we will not make
entirely explicit), and a change of point of view considering the angle we consider. Indeed,
instead of starting with an angle λ′max, we start with a width in the eccentric longitude, which
simplifies the computation.
First, we consider the expressions (1.30) of the ai, bi for i = 1, 2, 3 (here ai stand for the tem-
porary variables expressing the real part of some terms, not the semi-major axis of the planet).
Regarding the ai, the idea is to leave only a dependence in the variable Λ0. For a3, we use as
well the fact that cosh t < 1.005. Regarding the bi, we want to leave a dependence in the small
terms, either r or ρ′ or sinh t (notice that we keep ρ as a possible high value term). We obtain:

a1 < 1.01/
√

Λ0 b1 < 1.02r/Λ3/2
0

a2 < 1.001 b2 < 1.04ρ′/
√

Λ0 + 0.53r/Λ0
a3 < 1.5

√
Λ0 b3 < ρ sinh t+ 2.01ρ′

We exhibited the results to give an idea of the computations we were doing, though we will not
display the next ones since it would be cumbersome. One can multiply the latter expressions
to obtain a lower bound for λ′max. When multiplying the terms b1, b2, b3, we obtain a cubic
dependence in the small variables, which does not interest us. Hence, we bound b1 and b2 using
the assumptions, and we keep the expression of b3; this choice is not unique.
Observe that the expression of λ′max is of the form y = x − a sinh x − b, with a < 0.5. This
function is increasing from zero to some value, and then decreasing. Since a < 0.5, the point
where it starts to decrease is further than 0.1, our limit for t. Therefore, the value of λ′max
corresponds to the first singular point of the complex Kepler equation. Hence, it defines an
analytic diffeomorphism on this domain.
All the assumptions we made relied on the variable Λ0 = min(Λ0,1,Λ0,2), and λ′max is defined
using the value t and this specific Λ0,i. Let us assume first that Λ0,1 = Λ0 to simplify the
discussion, which implies t1 = t. Looking at the right side of the relation between t and λ′max,
if we let Λ0 increase, then the right side increases as well. The solution t of this equation needs
to decrease to compensate (λ′max is fixed), and it gives t2 ≤ t1. The bounds can therefore be
computed using t1 everywhere. The value of t in the theorem is hence associated to the body
with the minimum value Λ0,i.
Now one can bound every other term to obtain the result, keeping each time the smaller exponent
in the analyticity width. Starting with e′max, we see

√
ρ′ appears, and each time a factor ρ′

appears, we decompose it into
√
ρ′ ×

√
ρ′, bounding the first root and keeping the second one.

Then, for x′max and y′max, we use the fact that t1, t2 ≤ t and Λ0 ≤ Λ0,1,Λ0,2 so as to find a bound
independent on the bodies. The assumption on the variable ρ implies in fact that l1 and l2 are
smaller than 1/2, which simplifies again the computation.
Using these facts, we deduce a bound on di,max that is again independent of i, and therefore,
dmax ≤ d2

i,max. As for η, since dmax > 1, we bound it by

η ≤ dmax
2 + 1

2 .

Again, instead of considering A and B, we simplify the expression using the fact that for n ≥ 2,
we have

σn ≤ 1.

As well, we remove some dependence on the masse using m0 + m1 < m0 + m1 + m2. The last
two inequalities we will need are:

1 + l1
1− l2

< 3,√
1 + x2 <

√
2− 1 + x.
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The series we obtain is the following:

∞∑
n=2

6(m0 +m1)2m2
2

m2
0m

2
1

(
Λ0,1
Λ0,2

)2(
3 + 11 sinh t+ 10 r

Λ0
+ 11

√
ρ′√
Λ0

)2n .
We can bound

(
3 + 11 sinh t+ 10 r

Λ0
+ 11

√
ρ′√
Λ0

)
by 4.55. It converges if the main term is less

than 1, hence if

28.5(m0 +m1)2m2
2

m2
0m

2
1

(
Λ0,1
Λ0,2

)2

< 1.

Requiring this term to be less than 1/2 (hence our last assumption) allows us a last simplification:
1/(1−x) < 2 for x < 1/2. Finally, using the bound 4.55 on the term dependent on the analyticity
width, one can remove the square.

Analysis and comparison of the bound on the real domain

Let us do a short comparison between the real perturbation, that can be computed directly from
its expression, and the two bounds given in the theorem and the corollary in the real case (i.e.
for null analyticity width).

Consider the first theorem. We are looking at some point (Λ0,1,Λ0,2) ∈ R2, some eccentricity
defined by ρ > 0 and null analyticity width r, ρ′, t = 0. In this case, we obtain

e′max = x′max = y′max = 0.

Hence:

li = ρ√
Λ0,i

, di,max = 1, dmax = 1, η = 1,

A = 2
√

2 (m0 +m1)2m2
2

(m0 +m1 +m2)m0m2
1

1 + ρ√
Λ0,1

1− ρ√
Λ0,2

(
Λ0,1
Λ0,2

)2

.

Finally,

∥∥∥H̃pert

∥∥∥
DΛ,0,ρ,0,0

<
3
8

M

Λ2
0,2

1
1− ρ/

√
Λ0,2

(
A2

1− A
+ m1
m0

A2

1 + m1
m0

A

)
.

An equivalent of this expression when the ratio Λ0,1/Λ0,2 goes to infinity is the following:

3G2
grav

Λ4
0,1

Λ6
0,2

(m0 +m1)7m7
2

(m0 +m1 +m2)3m3
0m

3
1

(
1 + ρ/

√
Λ0,1

)2(
1− ρ/

√
Λ0,2

)3 (1.44)

Regarding the corollary 1.10, under the two assumptions

ρ < 25/52
√

Λ0, and 57(m0 +m1)2m2
2

m2
0m

2
1

(
Λ0,1
Λ0,2

)2

< 1,

we obtain directly:

∥∥∥H̃pert

∥∥∥
DΛ,0,ρ,0,0

< 820G2
grav

(m0 +m1)5m7
2

m4
0m

3
1

(
Λ4

0,1
Λ6

0,2

)
. (1.45)
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To understand the limits in celestial mechanics given by these assumptions, we need to fix the
masses of the bodies: we choose m1 = m2 = 10−3m0. To compare the different results obtained,
we need the ratio Λ0,1/Λ0,2 to verify the assumption of the corollary, it has to verify:

Λ0,1
Λ0,2

<
1√
57

1000
1001 .

In terms of semi-major axes a1 and a2 (in what follows, we will not need the variables ai and
bi, therefore no confusion can be made), it corresponds to the condition:

a1
a2

<
1
57

1001
1002 .

It is therefore very restrictive on the ratio of semi-major axes we can consider. Considering the
eccentricities, notice first that we have Λ0 = Λ0,1. By definition:

e1 <

√
ρ2

Λ0,1
− ρ4

4Λ2
0,1
.

Hence, a rough estimate on the maximal value of the eccentricity we can consider is e1 < 0.467.
As for e2:

e2 =

√√√√ ρ2

Λ0,1

Λ0,1
Λ0,2

− ρ4

4Λ2
0,1

(
Λ0,1
Λ0,2

)2

.

Given the assumptions, the value of e2 is always increasing with the ratio of the variables
Λ0,i. Therefore, the maximal value for e2 corresponds to the highest ratio of the Λ0,i, and we
have e2 < 0.174. This time, compared to the examples in celestial mechanics, these values of
eccentricities are not very restrictive.
Recall that this discussion of the maximal values we can consider comes from the corollary 1.10,
theorem 1.9 requiring not such restrictive bounds.
It remains to determine the norm of the real perturbation. In this aim, consider equation (1.3).
We can write

|Hpert| ≤ max

Ggravµ1m2
|Q2|

( |Q1|
|Q2|

)2
 σ0

1− σ0
|Q1|
|Q2|

+ σ1

1 + σ1
|Q1|
|Q2|


≤ max

Ggravµ1m2
|Q2|

( |Q1|
|Q2|

)2
1 + σ0σ1

( |Q1|
|Q2|

)2 1

1− (σ0 − σ1) |Q1|
|Q2| − σ0σ1

(
|Q1|
|Q2|

)2




With the last equation, we can see that the maximum is reached when |Q2| is minimal, and |Q1|
maximal. Hence:

|Hpert| ≤ Ggravµ1m2
(a1(1 + e1))2

(a2(1− e2))3

 σ0

1− σ0
a1(1+e1)
a2(1−e2)

+ σ1

1 + σ1
a1(1+e1)
a2(1−e2)

 .
An equivalent when the ratio Λ0,1/Λ0,2 goes to infinity is then:

G2
grav

Λ4
0,1

Λ6
0,2

m7
2

m3
0m

3
1

(m0 +m1)7

(m0 +m1 +m2)3
(1 + emax)2

(1− emax)3 . (1.46)

We can now compare the results in the real case. First, let us talk about the equivalent,
and to simplify the discussion, we can consider the eccentricities to be null. Comparing the
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Figure 1.14: Ratio |Hpert|/|Hpert|DΛ0,0,ρ,0,0
as a function of x = Λ0,2/Λ0,1, for ρ =

√
Λ1/10 (e1 ∼ 0.1),

m1 = m2 = 10−3m0.

equivalent (1.44) given by the theorem and the real equivalent (1.46), we observe that only a
factor 3 appears. This factor can be attributed to the difference between the estimates on the
real Legendre polynomials and the complex one, which was far from being optimal. Indeed, the
highest value of the Legendre polynomials in the real case is 1, whereas in our computation, we
bounded the second Legendre polynomial by 3, the other ones not appearing since we consider
the case Λ0,1/Λ0,2 → +∞.
Comparing the equivalent (1.45) to the real case (1.46), we can see appearing a factor that is at
least 820 (we did not compute the difference coming from the masses). Therefore, the corollary is
far from being optimal. Its use is hence mostly to obtain an equivalent in term of the analyticity
width.
Going back to the formula given by the theorem 1.9 in the case of null analyticity width, we
plotted a graph 1.14 depending on the ratio of the semi-major axis to better understand the
impact of the non-optimal bound of the Legendre polynomials.





Chapter 2

Some transformations of the
Hamiltonian, and their constants

The Kepler part of the Hamiltonian of the plane planetary three-body problem suffers a degen-
eracy. Indeed, it depends on two coordinates, whereas there are four degrees of freedom. The
Hamiltonian equations associated to it imply that only two angles, the mean anomalies, change
over the time, the motion therefore takes place on a 2-torus. Physically speaking, the planets
move on their ellipses, but the ellipses do not move over the time.
To apply the KAM theorem, we need an unperturbed Hamiltonian that depends only in the
action of our action-angle variables and that is non-degenerate: hence we consider the secular
Hamiltonian. This idea goes back to the work of Laplace and Lagrange, who developed the
perturbation in the three-body problem to try to prove the stability of the solar system ([16],
[17]). The secular Hamiltonian corresponds to the sum of the Kepler problem plus a part of the
perturbation that depends only in the four action variables. Though, the frequencies associated
to the angles are not of the same order: the two mean longitudes have frequencies associated
to the Kepler problem part of the Hamiltonian, whereas the angles of the perihelion have their
frequencies of the order of the perturbation. The first two are called the "fast angles", and the
other two the "slow angles". When averaging the perturbation over the fast angles, the new term
still depends on the two slow angles. It is possible to remove the dependency in one of these
two angles using conservation of the angular momentum. It then remains a dependency of this
term in one angle, which needs to be eliminated.
For this work, we consider the two first actions as parameters. Then, our object of study depends
on two actions and one angle. It has been shown that it was possible to expand this object in
the eccentricities, and that only terms of even positive order in these variables exist. Therefore,
there exists an elliptic fixed point at zero for the two actions we are considering (related to the
eccentricities). Removing the dependency in the last angle relies on two main operations: first
we need to remove the dependency on the angle by doing a rotation on the variables, secondly,
one has to use a Birkhoff normal form theorem to some order. The secular Hamiltonian will then
consist in this development truncated at the order at which we removed the dependency in the
angle, the highest order being considered as part of the perturbation. Putting the unperturbed
Hamiltonian up to the first order requiring only a simple rotation, we will deal with it while
computing explicitly the secular Hamiltonian. In this chapter, we will give a theorem of Birkhoff
normal form with explicit constants.
Another requirement to the application of the KAM theorem is that the perturbation has small
norm compared to the total Hamiltonian, or more precisely, that the perturbation in the fre-
quencies induced by the interaction between the two planets is small enough compared to the
frequencies of the unperturbed Hamiltonian. In the division we made before into secular and
non-secular Hamiltonian, it is a priori not the case. Indeed, the frequencies associated to the
slow angles are of the order of the perturbation, and we cannot apply the KAM theorem right
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away. Before, it is necessary to make this perturbation smaller. This will be done in the second
part of this chapter, and it relies on solving the classic cohomological equation in a restricted
space (considering this time the third and fourth action as parameters), and on evaluating the
remainders.
Most of the methods that we are using can be found in the two fundamental books [5] and [6].

2.1 Birkhoff Normal Form
This section will deal with the Birkhoff Normal Form (BNF), which corresponds to performing
symplectic changes of variables around an elliptic point of equilibrium of a Hamiltonian, in
order to put it into a normal form (yet to be defined) up to a certain order. As usual, in the
statements we derive, we determine precisely the different constants involved in the proofs, such
as the norm of the change of variables, the loss of analyticity, and the norm of the remainders.
We will derive an explicit theorem, and several corollaries that could be useful when studying
the secular Hamiltonian.
The general case is an old subject of study, and lots of references about this operation exist, for
instance see [65], [32], and [30]. We will show a general theorem on BNF, and then apply it to
obtain the constants we are looking for. In this second approach, we will largely follow the work
of Bambusi [7], and try to be precise on the conditions of application.
Before getting into the details, let us take a look at the result we wish to show. Let n ≥ 1 and a
HamiltonianH : R2n → R (the coordinates are Cartesian here), such that the point (p, q) = (0, 0)
is an equilibrium point of the Hamiltonian equations associated to H. The Hamiltonian can be
written:

H :D ⊂ Rn × Rn −→ R

(p, q) 7−→ H2(p, q) +H3(p, q) + ... , (2.1)

where Hm represents all the terms of degree m in p and q (in the case of the three-body problem,
the Hamiltonian in Poincaré coordinates is already under this shape, and has only even terms).
The Hamiltonian H2 being only composed of terms of order two in p and q, the Hamiltonian
equations associated to it are linear, and thus the motion can be easily deduced. In the elliptic
case, one can write it as follows:

H2(p, q) =
n∑
i=1

ωi

(
p2
i + q2

i

2

)
(2.2)

The Hamiltonian is said to be under normal form, if for m ≥ 3 we have {H2, Hm} = 0,
where {·, ·} are the Poisson brackets. The BNF hence consists in doing several canonical changes
of variables to put the Hamiltonian H under normal form if it is not already the case. In the
calculations, it corresponds to removing some terms of order 3, then some of order 4, etc, though
a finite number of time to ensure the convergence. The final expression of the Hamiltonian will
be a specific normal form, called Birkhoff Normal Form up to some order.
The aim of this section is therefore to derive a theorem as follows:

Theorem 2.1. Let H be a Hamiltonian of the form (2.1) with H2 written as in (2.2), and
analytic on a domain D. Then, under a non-resonance condition on the vector ω, and a condition
on the norm of H, there exists a symplectic change of variable τ such that:

1. τ : D′ ⊂ D → D

2. H ◦ τ is in BNF up to the order N ≥ 3.

Moreover, the set D′ can be explicitly expressed as a function of the initial conditions.
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From this theorem, we will deduce several corollaries, in different cases, that could be useful
while studying the secular Hamiltonian.
Notice as well that we are considering an analytic Hamiltonian defined on subsets of Rn. Never-
theless the theorem can be applied for any analytic Hamiltonian defined on some subset of Cn,
it requires only to take care of the domains of definition of the different variables.

2.1.1 Set of removable terms and first elimination

To introduce the general transformation and the theorem we want to prove, we will perform a
transformation to remove one term. This will allow us to understand precisely the nature of the
transformation as well as the removable terms, and therefore the precise form of the BNF. Before
that, let us describe the Hamiltonian in a more suitable way for the incoming computation.
The first step to put the Hamiltonian under BNF is to perform a classic change of variables and
to express the Hamiltonian in complex variables. Let:

xi = 1√
2

(pi + ıqi)

xi+n = 1√
2

(qi + ıpi)

Notice that we do not give information about the initial set, this will be done later. In these vari-
ables, we have the relation xixi+n = ı

2(p2
i + q2

i ), and one can write H2(x) = 1
ı

∑n
i=1 ωi(xixi+n).

For the terms of higher order, define the set

Am,n =
{

(i1, ...i2n) ∈ N2n | i1 + ...+ i2n = m
}
,

and for i ∈ Am,n, xi = xi11 ...x
i2n
2n . Therefore, for m ≥ 3, the Hamiltonian Hm in these variables

is written

Hm(x) =
∑

i∈Am,n
ωm,ix

i

Now define another set of exponents that will be proven useful later:

Bm,n =
{
i = (i1, ..., i2n) ∈ N2n | i ∈ Am,n, (i1, ..., in) 6= (in+1, ...i2n)

}
Let us divide the part of order m of the Hamiltonian in two different terms in the following way:

H⊥m(x) =
∑

i∈Am,n\Bm,n

ωm,ix
i, (2.3)

H‖m(x) =
∑

i∈Bm,n
ωm,ix

i. (2.4)

We have Hm(x) = H⊥m(x) +H
‖
m(x), and

H(x) = H2(x) +
∞∑
i=3

H⊥i (x) +
∞∑
i=3

H
‖
i (x)

The reason of this division will be clear after trying to remove one term of order more than 2 of
the Hamiltonian. We can already say that the terms contained in H‖m will be removable whereas
the terms of H⊥m will not be.
Another requirement for the theorem will be the non-resonance condition.

Definition 2.2. A vector ω ∈ Rn is called non-resonant of order k ∈ N \ {0} if for every j ∈ Zn

with 0 < |j|1 =
∑n
i=1 |ji| ≤ k, we have 〈ω, j〉 6= 0. ω is called non-resonant if it is non-resonant

of order k for every k ∈ N \ {0}.
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With these definitions, we can state a first lemma.

Lemma 2.3. Let m > 2 and H be a Hamiltonian of the form H(x) = H2(x) + ωm,ix
i for

some i ∈ Am,n, and H2(x) =
∑n
j=1 ωjxjxj+n with ω = (ω1, ..., ωn) non resonant of order m. If

i ∈ Bm,n, there exists a symplectic transformation τ such that H ◦ τ = H2(x) + o(xm).

Proof. Let P (x) = βxi be a monomial of order m and let τ = expXP , where XP is the vector
field J∇P . Then H ◦ τ = expLP ·H, with LP = {P, ·}. One can then write:

H ◦ τ = (Id+ {P, ·}+ ...) · (H2 + ωm,ix
i) (2.5)

= H2 + ωm,ixi + {P,H2}+ ... (2.6)

It is easy to see that the terms not written in the last equality are terms of higher order than
m in x, while the term {P,H2} is of order (m− 1) + (2− 1) = m. Hence, to prove the lemma,
we need to choose β such that {P,H2} = −ωm,ixi. In this aim, define xi(l) = xi11 ...x

il−1
l ...xi2n2n .

We can now compute:

{P,H2} =
n∑
j=1

(
∂P

xj

∂H2
xj+n

− ∂P

xj+n

∂H2
xj

)

=
n∑
j=1

(
βxj+nωjij+nx

i(j+n) − βxjωjijxi
(j))

= β

 n∑
j=1

ωj(ij+n − ij)

xi
Since ω is non resonant of order m, and ij ≤ m for all j, and since i ∈ Bm,n, we have∑n
j=1 ωj(ij+n − ij) 6= 0. For the next computation, let us write this relation with a simpler

notation:
〈〈ω, i〉〉 =

n∑
j=1

ωj(ij+n − ij).

It is then sufficient to choose β = − ωm,i
〈〈ω,i〉〉 , and we have:

{P,H2} = −ωm,ixi (2.7)

With this operation, we removed the term of order m as wanted, but as well we created an
infinity of new terms of higher order.

Let us talk about the two hypotheses of the lemma. First, the non-resonant condition is
needed to avoid the case 〈〈ω, i〉〉 = 0 for some i ∈ Am,n. Indeed, in this case, one cannot
remove a monomial ωm,ixi. It is a classical hypothesis of non-resonance of the unperturbed
Hamiltonian. The second hypothesis (i ∈ Bm,n) ensures that there exists some j ∈ J1, nK such
that ij+n 6= ij . Without this condition, even with a non-resonant ω, it would be impossible
to remove the wanted term. Indeed, one can remark that

{
H⊥, H2

}
= 0. The terms xi for

i ∈ Am,n \Bm,n are therefore non-removable, they will be part of the Birkhoff normal form. One
cannot expect to remove every term of some order greater than 2 for a generic Hamiltonian, the
final form will contain the terms of H⊥m. Observe that for an odd m, the set Bm,n = Am,n.
With this discussion, we can now consider the general case of the transformation, i.e. for a
non-monomial perturbation of H2.

Corollary 2.4. Let H(x) = H2(x) +Hm(x) +Hr(x), with m > 2, Hm containing only terms of
order m, Hr(x) = o(xm), and H2 defined as before. Assume ω is non resonant of order m, then,
formally, there exists a symplectic transformation τ such that H ◦ τ = H2(x) +H⊥m(x) + o(xm).
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Proof. Write:
Hm = Hm(x) = H⊥m(x) +H‖m(x) = H⊥m(x) +

∑
i∈Bm,n

ωm,ix
i.

Since ω is non-resonant of order m, one can write P (x) =
∑
i∈Bm,n βm,ix

i, with βm,i = − ωm,i
〈〈ω,i〉〉 .

Each term of H‖m is then removed by a term of P ,thus the corollary.

2.1.2 Proving the classical BNF Theorem

In the previous lemma and corollary, we defined a formal transformation, without taking care
of the initial set of definition of the Hamiltonian. We will now try to quantify the size of the
transformation necessary to put the Hamiltonian under normal form, or in other words, the loss
of analyticity related to this change of variables.
The symplectic application τ is defined by the time-1 flow of some Hamiltonian vector field XP

(associated to the canonical symplectic form).
From the norm of the Hamiltonian vector field XP , one can derive the distance of τ from

the identity. We will therefore need to define a specific norm on the vector fields associated to
some polynomial P .
Let P be an homogeneous polynomial of order m. Let || · || be a norm on Rn (since the norms are
equivalent in Rn, we do not choose a specific norm yet). There exists some constant C such that
for all x ∈ R2n: |P (x)| ≤ C||x||m, the constant C depending obviously on P and on the choice
of the norm. The vector field associated to P is the following: XP = J∇P . Thus, it has 2n
components, which are all homogeneous polynomials of order m − 1. One can therefore define
C1, ..., C2n such that for i ∈ J1, 2nK, |XP,i(x)| ≤ Ci||x||m−1. Let us then define the following
norm on Hamiltonian vector fields associated to a polynomial P :

||XP || = inf{C > 0 : for all i ∈ (1, 2n), ∀x ∈ R2n, |XP,i|(x) ≤ C||x||m−1} (2.8)

This norm is well-defined for m ∈ N \ {0}. We will need as well the following definitions:

BR = {x ∈ Rn, ||x|| < R};
t̄ = t̄(R, δ) = inf

x∈BR

(
sup

{
t > 0 : φs(x) ∈ BR+δ,∀|s| < t̄

})
. (2.9)

The latter definition will be called the minimum escape time t̄ of φt from BR+δ relatively to
BR. With this definition, we can now state the following lemma:

Lemma 2.5. Let P be an homogeneous polynomial of order k ≥ 1, to which we associate the
vector field XP . Let φtX = φt be the flow associated to this vector field, i.e. dφt

dt (x) = XP (φt(x))
and φ0 = Id.

The following inequality is verified:

t̄ ≥ δ

||XP ||(R+ δ)m−1 . (2.10)

Equivalently, for all |t| ≤ t̄, we have

||φt(x)− x|| ≤ |t| × ||XP ||(R+ δ)m−1 (2.11)

This lemma shows that the flow associated to a polynomial vector field stays close to the
identity for some time, related to the norm of the vector field P . Since we will want to consider
the time-one map φ1, we will require t̄ to be greater than 1. Considering δ large enough, it
will allow us to consider the time-one map, though the analyticity loss related to the change of
variables will be great as well.
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Proof. By definition of t̄, there exists x̄ such that we have ||φt̄(x̄)|| = R + δ. Assuming t̄ <
δ

||XP ||(R+δ)k−1 , one can compute:

||φt̄(x̄)|| = R+ δ ≤ ||x̄||+ ||φt̄(x̄)− x̄|| ≤ ||x̄||+
∣∣∣∣∣
∣∣∣∣∣
∫ t̄

0

dφs

ds
(x̄)ds

∣∣∣∣∣
∣∣∣∣∣

≤ R+
∫ t̄

0
||XP (φs(x̄))||ds ≤ R+

∫ t̄

0
||XP ||(||φs(x̄)||)m−1ds

≤ R+ t̄||XP ||(R+ δ)m−1

< R+ δ

There is a contradiction, hence t̄ ≥ δ
||XP ||(R+δ)m−1 . From the previous computation, for all |t| ≤ t̄,

for x ∈ BR, the inequality ||φt − Id|| ≤ |t|||XP ||(R+ δ)m−1 holds.

With the previous lemmas, we can state the Birkhoff Normal Form theorem, yet without
precise estimates.

Theorem 2.6. Birkhoff Normal Form:
Let H : R2n → R be a Hamiltonian, analytic on some ball, of the form H(x) = H2(x) +∑∞
m=3Hm(x), with H2(x) =

∑n
i=1 ωi(xixi+n), and Hm(x) =

∑
i∈Am,n ωm,ix

i.
Let k ∈ N \ {0, 1, 2} and assume ω = (ω1, ..., ωn) is non-resonant of order k. Then there exists
a symplectic and analytic change of variables, close to the identity defined in a set close to the
origin, such that the Hamiltonian H is under Birkhoff Normal Form up to the order k, that is
to say:

1. H ◦ τ = H2 +H⊥ +Hr with
{
H⊥, H2

}
= 0 and Hr(x) = O(xk+1)

2. τ(x) = x+O(x2)

Proof. We proceed by induction on the terms Hm for m ≥ 3 and we use the corollary 2.4. All
the maps we will be dealing with are associated to a polynomial, and therefore are symplectic
and analytic. For all the maps we want to apply to H, we need to verify that we can consider
the time-1 map associated to the vector field.
Let us look at the step m of the induction. Assume that the Hamiltonian is under BNF up to
the order m − 1, and that it is analytic on some ball of size Rm−1. Let Pm be the polynomial
associated to the terms of Hm, i.e. as defined in corollary 2.4, and XPm = J∇Pm. We consider
the flow φt associated to the vector field XPm . Let δ < Rm−1 and define t̄ is the minimum escape
time of φt from BRm−1 relatively to BRm−1−δ. We know that we can consider the flow φt for all
t such that |t| < t̄. As done previously, we wish to consider the flow at time one, and therefore,
we would like to have t̄ ≥ 1 to be sure the time-1 map is well defined. We require:

1 ≥ δ

||XPm ||Rm−1
m−1

Since m − 1 ≥ 2, by re-scaling Rm−1 (taking a smaller value), one can always find a suitable
value for δ and Rm−1 such that this inequality is verified. We will require slightly more here to
finish the proof, by asking that Rm−1 is so small that the value of δ is less than half of Rm−1.
Then define Rm = Rm−1/2 ≤ Rm−1 − δ, we then have φ1(BRm) ⊂ BRm−1 .
Call φm = φ1, τm = τm−1 ◦ φm and τ2 = Id. Then H ◦ τm is under BNF up to the order m, and
is analytic on BRm .
Now let us show inductively that ||τm− Id|| = O(R2

m), for m ≥ 2, and x ∈ BRm . This is obvious
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for m = 2. Let m ≥ 2 and assume ||τm − Id|| = O(R2). Then, on BRm+1 ,

||τm+1 − Id|| = ||τm ◦ φm+1 − Id|| = ||τm ◦ φm+1 − τm + τm − Id||
≤ ||τm ◦ φm+1 − τm||+ ||τm − Id||
≤ sup

BRm

||Dτm|| × sup
BRm+1

||φm+1 − Id||+ ||τm − Id||

≤ C × δ + C ′′R2
m

≤ C × C ′(2Rm+1)m + 4C ′′R2
m+1

||τm+1 − Id|| ≤ C0R
2
m+1

We did not express yet the explicit constants that appear in this change of variables, we
showed that in a small ball close to the identity, we could choose a transformation such that we
were losing half of the analyticity width at each step. Now we wish to be more precise and to
know what initial analyticity width we can consider, at the cost of some additional hypotheses
on the Hamiltonian.

2.1.3 Different explicit corollaries for different cases

In this section, we will give explicit corollaries of the BNF theorem. Though, there exists
different interesting cases, and we will only consider two of those, that are interesting in our
general problem. First, there is a difference between the case of a known Hamiltonian and the
general case. Indeed, if the Hamiltonian is known, then we know exactly the polynomial P that
generates our vector field, and we can compute explicitly its norm, whereas in the other case, we
have to bound an "unknown" vector field. Secondly, we asked the frequency vector ω to verify
a non-resonant condition of some order. This condition is pretty weak, and in the three-body
problem, we will want this vector to be Diophantine, a much stronger condition. Therefore, we
will use the Diophantine condition in the second corollary, even if the non-resonant condition is
enough to make the theorem true.

Preliminaries: Choice of a norm and estimates on the vector field

Given the form of the generator of the transformation in the BNF theorem (a polynomial), we
can deduce quite easily a bound on the norm of the vector field from the norm of the polynomial.
We will then bound the transformation τ with the formula of the minimum escape time.
Consider a homogeneous polynomial P of order m ≥ 3. It can be written

P (x) =
∑

i∈Am,n
βm,ix

i.

We know that there exists C such that |P (x)| ≤ C||x||m, this constant depending on the norm
we choose on R2n. To continue, we will fix this norm: assume we are now working with the sup
norm ||x|| = ||x||∞ = supi=1,...,2n |xi|, then C =

∑
i∈Am,n |βm,i| verifies |P (x)| ≤ C||x||m. Indeed,

we have:

|P (x)| ≤
∑

i∈Am,n
|βm,i||xi| ≤

∑
i∈Am,n

|βm,i|
2n∏
l=1
|xl|il

≤
∑

i∈Am,n
|βm,i|

2n∏
i=1
||x||il∞ ≤

∑
i∈Am,n

|βm,i|||x||m∞

≤ C||x||m∞
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The vector field associated to the polynomial P is by definition XP = J∇P . Consider now its
different coordinates XP,i for i ∈ J1, 2nK, it is a homogeneous polynomial of degree deg(P )− 1.
Again, by definition, ± ∂P

∂xi±n
(x). Hence, the norm of its different coordinates can be bounded

with the help of the constant C defined previously: |XP,i(x)| ≤ mC||x||m−1. Therefore, by
definition of the norm on the vector fields associated to some polynomial:

||XP || ≤ C =
∑

i∈Am,n
|βm,i|. (2.12)

Let βm = supi∈Am,n |βm,i|, then C ≤ Card(Am,n)βm. Yet the set Am,n is made of the n-tuples
of natural integers such that their sum is equal to m. It is therefore a combination without
repetition of some numbers verifying a condition on their sum, and the cardinal of this set is
(m+2n−1)!
m!(2n−1)! . In practice, we know that the coefficients of P are equal to zero if their index are in
the set Am,n \Bm,n, it is nevertheless easier to leave the computation of the cardinal of Bm,n on
the side, and to work with this number. Hence:

||XP || ≤
(m+ 2n− 1)!
m!(2n− 1)! sup

i∈Bm,n
|βm,i| (2.13)

From this estimate on the vector field, we can now work on the size of the transformation φ.
We know that at a step m, the formula of the transformation is given by expXP , in other word
it is associated with the time-1 map associated to the vector field XP .
Consider a Hamiltonian H of the following form: H(x) = H2(x) + HR(x), with H2(x) =∑n
i=1 ωi(xixi+n), and with K ≥ 3, HR(x) =

∑∞
m=K Hm(x), and

Hm(x) =
∑
i∈Am,n ωm,ix

i. Assume that the Hamiltonian is analytic on a ball centered in the
origin and of radius r. We wish to find a set D′ = Br′ such that the application φ verifies
φ(D′) ⊂ Br (and that the Hamiltonian H ◦ φ is under a BNF up to the order K).
With the construction we have done before, it is sufficient to verify that for x ∈ B(0, r′),
the minimum escape time to leave the ball B(0, r) is greater than 1. Recall its definition,
t̄ ≥ r−r′

||XP ||rK−1 , we are going to look for a value of r − r′ as a fraction of r, in other words
r − r′ = aK × r. We want:

aK × r
||XP ||rK−1 = aK

||XP ||rK−2 > 1.

Hence, we let
aK = ||XP ||rK−2, (2.14)

aK is the ratio of loss of analyticity width at step K to put the Hamiltonian under a BNF up
to the order K. Obviously, we will require that 0 < aK < 1, and therefore that either the norm
of XP is small, or that we are looking at a ball close to the origin.
With the definition of aK , we have φK : B(0, r(1− aK))→ B(0, r), and therefore H ◦φK is well
defined and analytic.

BNF up to a chosen order

Let a Hamiltonian H be of the following form:

H(x) = H2(x) +H⊥(x) +HP (x) (2.15)

with H2(x) =
∑n
i=1 ωi(xixi+n) and H⊥(x) =

∑∞
m=3

∑
i∈Am,n\Bm,n ωm,ix

i. We will call the
perturbation the following Hamiltonian: K ≥ 3, HP (x) =

∑∞
m=K Hm(x), and Hm(x) =∑

i∈Bm,n ωm,ix
i. We assume moreover that the frequency vector ω is non-resonant of order

M , where M > K.
Assume H is analytic on B0 = B(0, r0), and verifies ||H||r0 ≤ ε.
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The goal of this section is to determine rf and a symplectic mapping τ : B(0, rf ) → B(0, r0)
such that H ◦ τ is under BNF up to the order M , and to finally have

‖H ◦ τ‖rf ≤ ε.

Using the lemmas and corollary we derived previously, we know the specific form of the gener-
ating polynomials Pm necessary to put the Hamiltonian under BNF up to the order M .

First case: the Hamiltonian is known
We consider here that we know explicitly the Hamiltonian up to the order M , in other words
we know the coefficients ωm,i for K ≤ m ≤ M . At every steps of our scheme, we use a
symplectic transformation removing the wanted terms, but we create terms of higher order,
that are not straightforward to compute. Therefore, we will consider here that we want to put
the Hamiltonian in BNF up to an order such that we did not create any new terms with the
previous transformation. The minimal order of the terms appearing after the first step of the
scheme comes from the term of order 2 in t of exp(tXP ): {{H,XP }, XP }, it is therefore of order
((deg(P )− 1) + 2− 1) + (deg(P )− 1))− 1 = 2K − 2 in the variable x.
In this section, we will consider a scheme to put the Hamiltonian under BNF up to an order
M < 2K − 2. Hence, the impact of the mapping we used at the order m for K ≤ m ≤ M will
be nonexistent while performing the scheme up to the order M . It could be possible to study
higher orders more explicitly, but we choose not to do this, these scheme being enough to work
with the plane planetary three-body problem.
Assume now that M < 2K − 2. For instance, this study could be applied to a Hamiltonian of
the form H(x) = H2(x) + H4(x) + H5(x) + HP (x), that we wish to put under BNF up to the
order 5.
Let m K ≤ m ≤M , define the following polynomial:

Pm(x) =
∑

i∈Bm,n
βm,ix

i, βm,i = ωm,i
〈〈ω, i〉〉

. (2.16)

The vector field associated to this polynomial is

‖XPm‖ ≤
(m+ 2n− 1)!
m!(2n− 1)! sup

i∈Bm,n

∣∣∣∣ ωm,i
〈〈ω, i〉〉

∣∣∣∣ . (2.17)

The ratio of analyticity width we are losing is

am = ||XP ||rm−2 ≤ (m+ 2n− 1)!
m!(2n− 1)! sup

i∈Bm,n

∣∣∣∣ ωm,i
〈〈ω, i〉〉

∣∣∣∣ rm−2 (2.18)

At step m, we define the time-1 map φm : B(0, rm(1 − am)) → B(0, rm). Let us gather these
results in order to obtain rf as a function of r0.
Define:

γ = sup
K≤m≤M

(
sup

i∈Bm,n

∣∣∣∣ ωm,i
〈〈ω, i〉〉

∣∣∣∣
)
. (2.19)

We can also bound (if we want) Cm+2n−1
m by CM+2n−1

M . Hence,

‖XPm‖ ≤ ξ = CM+2n−1
M γ. (2.20)

Now define rK−1 = r0. The mapping φm is such that if we let rm = rm−1− ξrm−1
m−1,we can define

the final symplectic map τ by

τ = φK ◦ ... ◦ φM : B(0, rM )→ B(0, rK−1).
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This map puts the Hamiltonian under BNF up to order M .
Recall that we still have to give a condition on r0 such that 0 < am < 1. To ensure this condition,
we will simplify the definition of rf . First, for m ≥ K, we have rm ≤ r0. We can therefore define
r′m = r′m−1 − ξrm−1

0 . We then have:

r′m = r0 − ξ
m−1∑
i=K−1

ri0 = r0 − ξrK−1
0

1− rM−K0
1− r0

≥ r0 − ξ
rK−1

0
1− r0

.

Here we did not consider the case r0 = 1, but the inequality in this case would be straightforward
to obtain.
In the case r0 is small enough, then rf = r0 − ξ

rK−1
0

1−r0 > 0, we have

τ = φK ◦ ... ◦ φM : B(0, rf )→ B(0, r0).

This inequality ensures that for every step, the ratio of analyticity is smaller than one. Therefore,
under the assumptions we made, we put the Hamiltonian under BNF up to the orderM < 2K−2.
The theorem we proved can be stated as follows:

Corollary 2.7. Let a Hamiltonian H be of the form (2.1.3), such that ‖H‖r0 < ε , and let
K ≤M < 2K − 2 with ω a non-resonant vector of order M . Let

rf = r0 −
rK−1

0
1− r0

× CM+2n−1
M × sup

K≤m≤M

(
sup

i∈Bm,n

∣∣∣∣ ωm,i
〈〈ω, i〉〉

∣∣∣∣
)

If rf > 0 (therefore for r0 sufficiently small), then there exists an analytic symplectic map
τ such that:

1. τ : B(0, rf )→ B(0, r0),

2. H ◦ τ is under BNF up to the order M .

Moreover, we have
‖H ◦ τ‖rf ≤ ε. (2.21)

Second Case: the Hamiltonian is only bounded
In this paragraph, we will be interested in a specific case that arises in the 3-body problem.
Consider a Hamiltonian H that we do not know explicitly. We will consider that we only know
that the frequency vector ω verifies a Diophantine condition, and that we can bound H over
a set on which it is analytic. This problem is different than the case of a small perturbation
of H2 since the bound is not on the term H − H2, but on the whole Hamiltonian H. In the
plane planetary three-body problem, we are bounding the perturbation as a whole, but the
Hamiltonian H2 is part of the perturbation, and we do not have information (at least if we do
not compute the explicit perturbation) on the terms of order higher than 6 in the eccentricities.
Therefore, we will derive a theorem of BNF that is not optimal.
We are going to perform a scheme by induction on the order of the terms in x, as previously
done, and at each step deduce the norm of the polynomial and the vector field we are using
by Cauchy’s inequality. Another possibility would have been to perform a scheme on all the
terms (of any order) we want to remove to obtain a BNF, and to iterate it by evaluating the
remainders of this operation; though, this scheme is more appropriate to a small perturbation
around H2, which is not our case. In our scheme, we will lose a lot of analyticity width, and
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it is therefore not recommended to iterate it a large amount of times in an explicit application.
Let R > 0, define by induction for m > K > 2 and some γ, τ, ε > 0:

R(K) = R

R(m) = 1
2

(
γ

2ε
(2n− 1)!

mτ (m+ 2n− 1)!R
m
(m−1)

) 1
m−2 (2.22)

We have the following corollary:

Corollary 2.8. Let a Hamiltonian H be of the form (2.1.3), such that for some R > 0,
‖H‖R < ε. Let M ≥ K, and assume the frequency vector ω ∈ D(γ, τ). If

R2 ≤ 2×Kτ (K + 2n− 1)!
γ(2n− 1)! ε,

then there exists a analytic symplectic map τ such that:

1. τ : B(0, R(M))→ B(0, R),

2. H ◦ τ is under BNF up to the order M .

Proof. Let us start with the first step, i.e. for m = K. From the formula of the Hamiltonian, we
know that for i ∈ Am,n, we have ωK,i = ∂KH

∂xi
(0). Cauchy’s inequality gives the following bound:

|ωK,i| ≤
K!× ‖H‖R

RK
(2.23)

For the first step, we consider the Hamiltonian H on the ball BR. In order to remove the terms
of order K, we define as usual the following polynomial:

PK(x) =
∑

i∈BK,n

βK,ix
i, βK,i = −1

〈〈ω, i〉〉
∂KH(0)
∂xi

. (2.24)

We can derive from this definition a bound on the vector field,

‖XPK‖ ≤
(K + 2n− 1)!
K!(2n− 1)!

K!ε
RK

sup
i∈BK,n

∣∣∣∣ 1
〈〈ω, i〉〉

∣∣∣∣
≤ (K + 2n− 1)!

(2n− 1)!
ε

RK
sup

i∈BK,n

∣∣∣∣ 1
〈〈ω, i〉〉

∣∣∣∣ .
Now, since ω is Diophantine, for i ∈ AK,n, if we define kl = il+n − il for l ∈ J1, nK, we have:

〈〈ω, i〉〉 = ω · k,

where k = (k1, ..., kn). Since i ∈ AK,n, we have |k|1 ≤ K. Hence,

sup
i∈BK,n

∣∣∣∣ 1
〈〈ω, i〉〉

∣∣∣∣ ≤ Kτ

γ

Finally:

‖XPK‖ ≤
Kτ (K + 2n− 1)!

(2n− 1)!
ε

γRK

Considering the time-1 map associated to this vector field φK , we wish to find two balls of size
R′ and R′′ such that R′′ < R′ < R and φK(BR′′) ⊂ BR′ . The new Hamiltonian H ◦φK will then
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be analytic on the ball R′′.
With lemma 2.5 applied to the time 1, the condition on R′ and R′′ is:

1 ≥ R′ −R′′

||XPK ||(R′)K−1 .

To simplify, we will fix R′′ = R′/2, and as well that the inequality is in fact an equality (we do
not need more). We then have:

R′K−2 = γ

2ε
(2n− 1)!

Kτ (K + 2n− 1)!R
K

= (2R(K+1))K−2,

and therefore R′′ = RK+1.
The condition R′ ≤ R still requires verification:

R′ ≤ R⇔ (R′)K−2

RK−2 ≤ 1

⇔ R2 γ

2ε
(2n− 1)!

Kτ (K + 2n− 1)! ≤ 1

⇔ R2 ≤ 2ε
γ

Kτ (K + 2n− 1)!
(2n− 1)! ,

which corresponds to the assumption of the corollary. Therefore, the first step is proved, and
we have φK : BRK+1 → BRK with H ◦ φK under BNF up to the order K + 1.

Assume now that we built the application τm = φm ◦ ... ◦ φK : BRm+1 → BRm such that H ◦ τm
is under BNF up to the order m+ 1 < M . There is no much change in the scheme we applied
for the first step, though there still exists some subtleties.
First, concerning the coefficient ωm,i for i ∈ Am,n, the bound we can give by Cauchy’s inequality
is now:

|ωm,i| ≤
m!

Rm(m+1)
‖H ◦ τm‖R(m+1)

≤ m!
Rm(m+1)

‖H‖R

Then, replacing in the computations done in the first step, K by the index of this step m + 1,
we obtain a new time-1 map φm+1 : BRm+2 → BRm+1 without difficulties. The last inequality
we have to check is that 2Rm+2 ≤ Rm+1. This is the case if

R2
m+1 ≤

2ε
γ

(m+ 1)τ (m+ 2n)!
(2n− 1)! .

Yet, the right term increases with the value ofm, and the left term is decreasing with it, therefore
it is sufficient to check it at step one only. This finishes the proof of the corollary.

Let us make some remarks on the corollary and its proof.
Notice that when using Cauchy’s inequality, we bounded our term ωm,i using ‖H‖R even though
we could have bounded it using ‖H‖Rm . Nevertheless, we do not know anything about this
specific value. Worse, since the Hamiltonian is bounded as a whole (with H2) on some ball,
decreasing the size of the ball on which we bound the Hamiltonian will, for small R, makes
this bound decrease as R2, due to the term H2. This quadratic decrease will not be enough to
compensate the loss of analyticity width induced by the preceding steps, and even if it could
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improve the result by computing at each steps the new size of the Hamiltonian in the wanted ball,
the difference would not be much. In the 3-body problem it is even worse since the perturbation
is of the form H = C + H2 + ... with C a non-zero constant, and therefore decreasing the size
of the ball has even less impact on the bound of H.
In the case of a frequency vector that is only non-resonant up to the order M , the corollary
holds. Though it is easier here to work with the Diophantine condition in order to simplify the
computations.

With the last two corollaries, we can put the Hamiltonian under BNF up to any order, by losing
some analyticity width, with formulas that are explicit. This work will be enough in our case,
and we will not derive other BNF related theorems.

2.2 Secular Hamiltonian, and remainder of the perturbation

In this section, we are concerned with the part of the perturbation that depends on the fast
angles, and we wish to "push" its norm to an even smaller value, so as to make the induced
perturbation in frequencies much smaller than the frequencies of the slow angles (that are of the
order of the perturbation).
We are going to take advantage of the Kepler problem part and its high frequencies, and the
analyticity width of the perturbation to deal with this problem. This will be done in a space of
dimension n, and we consider a Hamiltonian of the following form:

H(I, θ) = H0(I) + εH1(I, θ), ε� 1

First, we divide the Hamiltonian H1 in two parts, as described to obtain what will become our
secular Hamiltonian:

H1(I, θ) = H̄1(I) + H̃1(I, θ)

H̄1(I) = 1
(2π)n

∫
Tn
H1(I, θ)dθ

The aim of this chapter is to find a theorem stating:

Theorem 2.9. Let a Hamiltonian H : Cn×TnC be defined as above and analytic on a non-empty
set D. Then if ε is sufficiently small, and under non-resonance condition on the Hamiltonian
H0 + H̄1, there exists a symplectomorphism ϕ : D′ ⊂ D → D, such that:

H ◦ ϕ = H0 + εH̄1 + εH2

with supD′ |H2| � supD |H1|.

Moreover, we want this theorem to be explicit in the domains D and D′, on the hypothesis
on ε, and on the norm of H2.
This transformation is very close to the KAM step in its structure. Though, we will not adapt
the analyticity width and the norm of the remainder of this operation that would allow us to
do an infinite number of steps. Therefore, the result will be closer to a step of a Nekhoroshev
theorem. Since we will later deal with the KAM theorem, we will do this step slowly, sometimes
naively, so as to answer the questions associated with this transformation. The approach we
will take here will be the vector fields one, and not directly the Hamiltonian one.
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2.2.1 Introduction to the theorem

The main scheme

Let X be a vector field. The flow associated to this vector field is determined by
dϕtX
dt

(x) = X(ϕtX(x))

ϕ0
X = Id

for x = (I, θ). In the case of a Hamiltonian vector field, the flow ϕtX is a symplectic transfor-
mation. Now consider a Hamiltonian as defined before, analytic on the non-empty set D, and
the following unperturbed Hamiltonian:

H0,1 = H0 + H̄1.

This Hamiltonian depends only in the actions. For any x on the pre-image of the set D under
the flow ϕtX , this Hamiltonian takes the form:

H0,1 ◦ ϕtX(x) = H0,1(ϕ0
X(x)) + t

d

dt
(H0,1(ϕtX(x))

∣∣∣∣
t=0

+
∫ t

0

d2

ds2 (H0,1(ϕsX(x)))(t− s)ds

= H0,1(x) + t(H ′0,1 ·X)(x) +
∫ t

0
((H ′0,1 ·X)′ ·X) ◦ ϕsX(x)(t− s)ds

= H0,1(x) + t(H ′0,1 ·X)(x) +R2(x, t)

The same computation for the perturbation H̃1 gives:

H̃1 ◦ ϕtX(x) = H̃1(x) +
∫ t

0
(H̃ ′1 ·X) ◦ ϕsX(x)ds

= H̃1(x) + R̃1(x, t)

To succeed demonstrating our theorem, we ask that on a set D′ such that ϕtX(D′) ⊂ D, our
vector field X verifies:

tH ′0,1(x).X(x) = −εH̃1(x), (2.25)

and that the remainders:

R2(x, t) + εR̃1(x, t)� ε. (2.26)

Under this conditions, the theorem 2.9 holds.
First, observe that the equation (2.25) fixes the vector field X. This vector field being completely
determined, we have to verify the conditions on the existence of a set D′ to be non-empty (and
possibly of a size and a shape suitable to work with), and the norm of the remainders.
To simplify our calculation, we will consider the flow at time t = ε, and therefore we will have
to check the conditions on D′ at this special time. The cohomological equation on this set will
then be:

H ′0(x).X(x) = −H̃1(x) (2.27)
Besides, for this special flow, it is possible to simplify the remainder as follows:

Rf (x, ε) = R2(x, ε) + εR̃1(x, ε)

=
∫ ε

0

(
(ε− s)(H ′0,1 ·X)′ ·X + εH̃ ′1.X

)
◦ ϕsX(x)ds

=
∫ ε

0

(
ε(H ′0,1 ·X + H̃1)′ ·X + s(H ′0,1 ·X)′ ·X

)
◦ ϕsX(x)ds

=
∫ ε

0
s
(
(H ′0,1 ·X)′ ·X

)
◦ ϕsX(x)ds (2.28)
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There is then only one term to estimate in the remainder.

Under all this conditions, one can see that the vector field X is of order 1 by the equation (2.27).
Thus, for the remainder Rf , the presence of the variable s of integration under the integral, and
the fact that we are integrating from 0 to ε implies that Rf is of order 2 in ε. To insure this
stays true, one only have to control the term (H ′0,1 ·X)′ ·X on the set D.

Definition of the initial sets and of the norms

Recall that the coordinates we are using in this part are action-angle coordinates. Moreover,
the theorems we are going to apply will not be isotropic in actions and angles, in the sense
that we want to separate in our work the actions and the angles, and therefore their associated
analyticity width. The precise estimates of the analyticity width of the perturbation among
the different variables justifies this choice. Besides, it allows us to not lose artificially some
analyticity width while computing an operation on either the action or the angles.
The real coordinates we are considering before the analytic continuation will be of the form
x = (I, θ) ∈ Rn × Tn. More precisely, letting B be an open subset of Rn, the initial set of
real variables will be B × Tn. Let us define the new set of complex coordinates after the
analytic continuation of the analytic Hamiltonian. First, we want this set to be included in
the set Tn

C = Cn × TnC. Secondly, we need to define some distances to the real initial set: for
x = (I, θ) ∈ Cn ×Tn

C,

||x||I = dI(x,B) = max
i∈J1,nK

(
inf
y∈B
|Ii − yi|

)
||x||θ = dθ(x,Tn) = max

i∈Jn+1,2nK
|=xi| = max

i∈J1,nK
|=θi|

Observe that in the case B = {0} the first distance is a semi-norm. In order to be more
general, we will keep the set B in our definitions. Define as well the following distance which
will be useful: ||x||∞ = max(||x||I , ||x||θ). We have the equivalence:

||x||∞ = 0⇔ x ∈ B × Tn.

With this definition, the polydisc around the set B × Tn is expressed, for r, s > 0, by:

B(r, s) =
{
x ∈ Cn ×Tn

C, ||x||I ≤ r, ||x||θ ≤ s
}
. (2.29)

This notation does not make appear the importance of the set B, though it is necessary to
recall that it is completely dependent on it.
Consider now a function f : B(r, s) → C, define the supremum norm of f over the set B(r, s)
with the notation

‖f‖r,s = ‖f‖B(r,s) = sup
x∈B(r,s)

|f(x)| .

The tangent space of Tn
C can be identified with the space Cn × Cn. For vectors in the latter

space, it is possible to define again two semi-norms related to the tangent space of the actions
in one hand, and to the one of the angles on the other hand:

||v||I = max
i∈J1,nK

|vi|

||v||θ = max
i∈Jn+1,2nK

|vi|

||v||∞ = max(||v||I , ||v||θ)

Applying a linear form L ∈ T ?Tn
C to a vector v of Cn × Cn, we have the following inequality:
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|L.v| = |LI .vI + Lθ.vθ|
≤ |LI .vI |+ |Lθ.vθ|

Considering separately the tangent space on the actions and the one on the angle, we wish to
define two norms L1 on linear forms in the following way:

|L.v| ≤
(

n∑
i=1
|LI,i|

)
||v||I +

(
n∑
i=1
|Lθ,i|

)
||v||θ

≤ ||L||I1||x||I + ||L||θ1||x||θ

Thus, we defined the two following semi-norms on the cotangent space T ?Tn
C:

∀L ∈L(Cn,C) : L = L1e
?
1 + ...+ L2ne

?
2n

||L||I1 =
n∑
i=1
|Li|

||L||θ1 =
2n∑

i=n+1
sup
θ∈T
|Li|,

where (e?1, ..., e?2n) is a dual base of Cn.
We will also need norms on the vector fields to compute our theorem. Let us simply define

||X||ID = sup
x∈D

(
max
i∈J1,nK

|Xi(x)|
)
,

||X||θD = sup
x∈D

(
max

i∈Jn+1,2nK
|Xi(x)|

)
.

Eventually, we will define some more objects, but those were the most important definitions we
required to continue.

2.2.2 Proof of the theorem

Solving the cohomological equation

In this part, we will compute the vector field X as a function of the expression of the two
Hamiltonians H0,1 and H̃1. In this aim, we will solve the equation (2.27) formally, then naively,
and finally, under some conditions, we will give the expression of the vector field and the new
domain of analyticity in which X is well defined.

Formal resolution of the cohomological equation
Let X be a Hamiltonian vector field associated to the Hamiltonian G. It can be described as
follows:

X = J∇G, (2.30)
where G : Rn × Tn → R, and

J =
(

0 In
−In 0

)
.

Assume that G is analytic on some set B(r, s), with r, s > 0, and where H is also analytic. We
can write X = (X1, X2) with X1, X2 ∈ Rn. By definition, we have the equations:{

X1 = ∂θG
X2 = −∂IG

(2.31)
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The equation (2.27) we wish to solve is:

H ′0,1(x) ·X(x) = −H̃1(x), ∀x ∈ B × Tn

Thus, using that H0,1 does not depend on the angles. It can be expressed in the following way:

∂IH0,1(x) · ∂θG(x) = −H̃1(x), ∀x ∈ B × Tn (2.32)

Using the fact that the Hamiltonian is analytic and 2π-periodic on the angle, we can develop its
different parts in Fourier series:

H̃1(x) =
∑

k∈Zn\{0}
hk(I)eık·θ

G(x) =
∑

k∈Zn\{0}
gk(I)eık·θ

Here we took G with zero mean, this choice does not affect in any way the computation. Let us
continue with the Fourier coefficients:

∂IH0,1(x) · ∂θG(x) =
n∑
i=1

∂IiH0,1(x)∂θiG(x) =
n∑
i=1

ωi(I)

 ∑
k∈Zn\{0}

kigk(I)eık·θ


=
∑

k∈Zn\{0}
gk(I)eık·θ

n∑
i=1

ωi(I)ki

=
∑

k∈Zn\{0}
ω(I) · k × gk(I)eık·θ

= −
∑

k∈Zn\{0}
hk(I)eık·θ,

where ω(I) is a frequency vector in a point x associated to the secular Hamiltonian. We can now
identify each terms of the Fourier series, which gives the formulas on the gk, for k ∈ Zn \ {0}:

ω(I) · k × gk(I) = −hk(I) (2.33)

Formally (so without considering the convergence of the series, or the fact that some terms could
be infinite), the solution of the cohomological equation is the following:

G(I, θ) = −
∑

k∈Zn\{0}

hk(I)
ω(I) · k exp(ık · θ).

G is unique up to a constant.

A naive approach to the convergence of G
Clearly, G can be ill-defined: several problems can occur. The first and most obvious one is the
case of a rationally dependent vector ω(I). Indeed, in this case there exists k ∈ Z \ {0} such
that ω(I) · k = 0 and therefore gk is not defined. In dimension two (n = 2) for instance, it
corresponds to a rational ratio of frequencies. That is a first problem we need to take care of.
Assuming that the vector ω(I) is not rationally dependent for some I, we have the existence of
gk(I) for all k 6= 0. However, it does not imply that the Fourier series of G converges. Indeed,
we are confronted to the problem of small denominators. The larger K is, the easier it is to
find an element k ∈ Z \ {0} such that |k|1 ≤ K and ω(I) · k is really close to zero, making the
estimations on the norm of gk deteriorate quickly with |k|1. On the other hand, since H1 is
analytic, we know that the coefficients hk are decreasing exponentially with |k|1. Indeed, if H1
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is analytic on the set B(r, s), the coefficients satisfy |hk(x)| ≤ C exp(−|k|1s). Therefore, there
is a competition between the smallness of these two terms, and to get the convergence of the
previous Fourier series, it is sufficient to ask that the factors 1/|ω(I) · k| do not increase more
than polynomially with |k|1. In other words, we ask the vector ω(I) to be Diophantine for some
constants (γ, τ). Under this condition, G is well defined.
For a fixed frequency vector ω, different versions of theorems to solve the cohomological equation
exists (the Kolmogorov’s version can be found in [35, 36, 37]). Here we considered analytic
functions, and we will therefore use the theorem of [64], which gives an optimal estimate on the
norm of the solution for generic analytic functions. We want to consider functions of n angles
that are analytic on some domain of width s, and of zero mean. Define:

Tns = {θ ∈ TnC, ∀i ∈ J1, nK : |=θi| < s}
As = {f : Tns → C, f C -analytic}

As0 = {f ∈ As, s.t.
∫

Tn
f = 0}.

Writing |f |s = supTns |f |, we have the following theorem:
Theorem 2.10 (Rüssmann). Let ω ∈ Dγ,τ a Diophantine vector, and g ∈ As0. Then the
equation

∂ωf = g (2.34)
has a unique solution f in

⋃
0<σ<sAs−σ0 , and we have the following bound on the norm of f for

0 < σ < s:

|f |s−σ ≤
C0
γστ
|g|s,

where C0 = 3π
2 6

n
2

√
τΓ(2τ)
2τ .

This theorem states that if the frequency vector is Diophantine, then there exists a solution
to the cohomological equation. In the case ω(I) was a constant Diophantine vector, one could
then find a solution for G for each I, and by analyticity, a solution on a whole set B(r′, s′) for
some r′ and s′.
A new difficulty occurs, coming from the fact that ω is not a constant function of I. Moreover,
the set D(γ, τ) is a Cantor set, and ω is continuous. Therefore, G defined by the equation (2.27)
can never be solution on some set B(r′, s′) if r′ > 0.
However, the exponential decrease of the norm of the hk with |k|1 makes the sum of the terms
with large |k|1 small. Salvation will come from the fact that we can truncate our Hamiltonian
H1 in two parts, one with relatively small |k|1, and one with the terms hk for |k|1 > K, where
K as to be fixed. In this case, we do not require to verify a Diophantine condition for ω(I), but
only a non-resonant condition up to the order K.

Truncation and solution of a reduced cohomological equation
Define the truncation of the function H1 of order K > 0:

H̃K
1 (I, θ) =

∑
k∈Zn\{0},|k|1≤K

hk(I) exp(ık · θ) (2.35)

We ask G to verify the reduced cohomological equation:

H̃K
1 (x) + ∂IH0,1(x) · ∂θG(x) = 0 (2.36)

The proof of the theorem 2.10 uses the fact that the frequency vector ω(I) = H ′0,1(I) is Diophan-
tine to control the products ω · k for k ∈ Zn \ {0}. Though in our case, the proof is much easier
since our unknown G has no Fourier coefficient of order k such that |k|1 > K. The previous
theorem still holds, and we will use the corollary:
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Corollary 2.11. Let K ∈ N?, g ∈ As0 such that for all |k|1 > K, the Fourier coefficient of order
k of g is zero, and let ω ∈ Cn, such that:

|ω · k| ≥ γ

|k|τ1
, ∀|k|1 ≤ K.

Then the equation
∂ωf = g

has a unique solution f in
⋃

0<σ<sAs−σ0 , and we have the following bound on the norm of f for
0 < σ < s:

|f |s−σ ≤
C0
γστ
|g|s,

where C0 is the same as previously.

With this corollary, the condition on ω(I) is much less restrictive, and if we can find a set
on which it is verified for all I, then we will be able to solve our equation and the bound on G
will hold.
Assume that there exists x0 = (I0, θ) ∈ B(r, s) such that ω(I0) ∈ Dγ,τ . Then for all x = (I, θ′) ∈
B(r, s) (here the value of θ does not matter), we have the inequalities:

‖ω(I) · k − ω(I0) · k‖r = ‖(ω(I)− ω(I0)) · k‖r

=
∥∥∥∥∥
n∑
i=1

(∂IiH0,1(x)− ∂IiH0,1(x0))ki

∥∥∥∥∥
r

≤ K sup
1≤i≤n

‖(∂IiH0,1(x)− ∂IiH0,1(x0))‖r

≤ K ‖x− x0‖I
∥∥∥H ′′0,1∥∥∥

r

≤ (2r + diam(B))K
∥∥∥H ′′0,1∥∥∥

r

Yet,

‖ω(I) · k‖r ≥ | ‖ω(I0) · k‖r − ‖ω(I) · k − ω(I0) · k‖r |

Thus, in order to verify the condition on ω(I), we can ask the term ||ω(I) · k − ω(I0) · k||r to
be sufficiently small, or equivalently, the set B(r, s) to be small. We will therefore make the
following hypothesis:

∀k ∈ Zn \ {0}, such that |k|1 ≤ K, ||ω(I) · k − ω(I0) · k||r ≤
γ

2|k|τ1
(2.37)

Under this condition, the following inequality holds:

||ω(I) · k||r ≥ ||ω(I0) · k||r − ||ω(I) · k − ω(I0) · k||r
≥ γ

2|k|τ1
,

which corresponds to the condition of the corollary.
Gathering the two previous computations, the hypothesis we want to verify is the following:

(2r + diam(B))K||H ′′0,1||r ≤
γ

2Kτ
.

Thus, the corollary we will use is:
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Corollary 2.12. Let r, s, σ > 0, K ∈ N?, g an analytic function on the set B(r, s+σ) such that
for all |k|1 > K, the Fourier coefficient gk is the zero function. If there exists x0 = (I0, θ) ∈
B(r, s− σ) such that ω(I0) ∈ Dγ,τ , and under the hypothesis

2r + diam(B) ≤ γ

2Kτ+1||H ′′0,1||r
, (2.38)

then the equation
∂ωf = g,

where ω is a non constant vector field, has a unique analytic solution f on⋃
0<t<sB(r, t), and we have the following bound on the norm of f for 0 < σ < s:

|f |r,s−σ ≤
2C0
γστ
|g|r,s

with C0 = 3π
2 6

n
2

√
τΓ(2τ)
2τ .

We managed to find a solution of the cohomological equation on the set B(r, s) at the expense
of two things: first, as we had to truncate our initial function to be able to solve our problems,
it implies that there will be another remainder to bound; secondly, we introduced a new limit
on the size of B(r, s), which will limit our analyticity width available for the next steps.

Estimates on the flow of the vector field

In order to give explicit estimates on the remainder Rf of the transformation, we first have
to give a precise estimate on the Hamiltonian vector field X. After, we need to determine an
estimation on the size of the flow ϕtX so as to know the loss of analyticity we suffer while doing
the transformation.
Let us show the following lemma, that is very close to the lemma shown previously:

Lemma 2.13. Let r, s, ρ, δ > 0, D′ = B(r, s) and D = B(r, s). If

t ≤ min
(

ρ

||X||ID
,

δ

||X||θD

)
, (2.39)

then ϕtX : D′ → D = B(r + ρ, s+ δ).

Proof. To show this lemma, define the minimum escape time t̄ of ϕtX from B(r + ρ, s + δ)
relatively to B(r, s):

t̄ = t̄
(ρ,δ)
(r,s) = inf

x∈B(r,s)
sup{t > 0, ϕsX(x) ∈ B(r + ρ, s+ δ),∀|s| < t}

By definition, there exists x̄ ∈ B(r, s) such that ||ϕ±t̄X (x̄)||I = r+ρ or ||ϕ±t̄X (x̄)||θ = s+δ. Assume
that x̄ verify this equality for t = +t̄ (the negative time case works exactly the same). Assume
again that the we have the equality ||ϕt̄X(x̄)||I = r + ρ, then there exists i ∈ J1, nK such that
||(ϕt̄X)i(x̄)||I = r + ρ. In the case our initial set B = {0}, we can write:∣∣∣(ϕt̄X)i(x̄)

∣∣∣ =
∣∣∣∣∣(ϕ0

X)i(x̄) +
∫ t̄

0

d(ϕsX)i
ds

(x̄)ds
∣∣∣∣∣

≤
∣∣∣(ϕ0

X)i(x̄)
∣∣∣+ ∫ t̄

0
|Xi(ϕsX(x̄))| ds

≤ r +
∫ t̄

0
sup
x∈D
|Xi(x)| ds

≤ r + t̄ max
i∈J1,nK

sup
x∈D
|Xi(x)|

≤ r + t̄ ‖X‖ID .
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So finally:

r + ρ ≤ r + t̄||X||ID,

which implies t̄ ≥ ρ

||X||ID
. The calculation is exactly the same for the angles, thus the result. In

the general case where B 6= {0}, one has to change the modulus by distances to the set B, but
the proof would still hold.

With a bound on the norm of the Hamiltonian G determined in the last section, we can
deduce again a bound on the norm of the vector field X. We can then derive a precise condition
related to losses of analyticity so that we can consider the flow ϕtX at a time ε.

Lemma 2.14. Let r, s, ρ, ρ′, δ, δ′ > 0, K ∈ N \ {0} and D′ = B(r, s). Assume H is analytic on
the set B(r+ρ+ρ′, s+δ+δ′+2σ) and that there exists I0 ∈ B(r, s) such that H ′0,1(I0) ∈ D(γ, τ).
Under the assumptions 

2r + diam(B) ≤ γ

2Kτ+1||H ′′0,1||r

ε× ‖H1‖r+ρ,s+δ+2σ+δ′ ≤ γ
ρστδ′

4C0

ε× ‖H1‖r+ρ+ρ′,s+δ+2σ ≤ γ
ρ′δστ

4C0

4nn!Kn exp(−Kσ) ≤ 1

(2.40)

where C0 is defined as in corollary 2.12, we have

ϕεX : D′ → D = B(r + ρ, s+ δ).

In this lemma, the variables ρ, δ are associated with the size of the transformation ϕtX , while
ρ′, δ′ are associated with the loss of analyticity when we use Cauchy estimates on the vector
field X, and finally σ relates to the loss of analyticity when applying Cauchy estimates on H1.
It would be possible to give a shorter lemma making them equal, but here we try to keep track
of the different losses induced when proving the lemma (if one knows for example the exact
expression of G, then estimates on G do not rely on losing the analyticity width ρ′ and δ′).

Proof. Under the assumptions of the lemma, corollary 2.12 holds and we have the inequation

‖G‖r,s ≤
2C0
γστ

∥∥∥H̃K
1

∥∥∥
r,s+σ

(2.41)

We have as well

||H̃K
1 ||r,s+σ ≤ ||H1||r,s+σ + ||H1 − H̃K

1 ||r,s+σ
≤ ||H1||r,s+σ + ||RK ||r,s+σ

where

RK(x) =
∑

k∈Zn\{0},|k|1>K
hk(I) exp(ık · θ)

A simple application of lemma B.1 gives the following inequality on the norm of RK :

||RK ||r,s ≤ 4nn!Kn exp(−Kσ)||H1||r,s+σ. (2.42)
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Define C1(σ) = 4nn!Kn exp(−Kσ), the previous inequation becomes

||RK ||r,s ≤ C1(σ)||H1||r,s+σ,

and therefore, using the fourth assumption:

||H̃K
1 ||r,s+σ ≤ (1 + C1(σ))||H1||r,s+2σ ≤ 2||H1||r,s+2σ.

Let us go back to our vector field X = (X1, X2) obtained by derivation of G among the angles
and the actions. A bound on the norm of the two components of X can be derived by the
Cauchy formula:

||X||Ir,s = ||X1||Ir,s = ||∂θG||r,s ≤
1
δ′
||G||r,s+δ′ ,

||X||θr,s = ||X1||θr,s = || − ∂IG||r,s ≤
1
ρ′
||G||r+ρ′,s,

and so: 
||X||Ir,s ≤

4C0
γστδ′

||H1||r,s+2σ+δ′

||X||θr,s ≤
4C0
γρ′στ

||H1||r+ρ′,s+2σ

(2.43)

With the result of lemma 2.13, and under the assumptions of the lemma, we have ε ≤ t̄, which
implies the result.

With this transformation, we can now apply the scheme we developed before.

Estimates on the remainders

We are interested in this part by the size of the different remainders coming from the transfor-
mation we did. Let us write again our Hamiltonian:

H = H0,1 + H̃K
1 +RK .

Therefore, under the assumptions of the last lemma, we can apply ϕεX , and we get:

H ◦ ϕεX = H0,1 ◦ ϕεX + H̃K
1 ◦ ϕεX +RK ◦ ϕεX

= H0,1 +Rf +RK ◦ ϕεX

There are two remainders to estimate: Rf and RK ◦ ϕεX .
The second one has already been studied in the previous part, and we have:

‖RK ◦ ϕεX‖r,s ≤ ‖RK‖r+ρ,s+δ
≤ C1(σ) ‖H1‖r+ρ,s+σ+δ

Let us now work on Rf . Again, we assume that the assumptions of the previous lemma are
verified. Recall that:

Rf (x, ε) =
∫ ε

0
t
(
(H ′0,1 ·X)′ ·X

)
◦ ϕtX(x)dt.

We are interested by the term under the integral

(H ′0,1 ·X)′ ·X) = H ′′0,1 ·X2 +H ′0,1 ·X ′ ·X.
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Our transformation ϕεX : B(r, s)→ B(r + ρ, s+ δ), and so:

‖Rf (x, t)‖r,s ≤
∫ ε

0
t
∥∥∥(H ′0,1 ·X)′ ·X) ◦ ϕtX(x)

∥∥∥
r,s

dt

≤
∫ ε

0
t
∥∥∥(H ′0,1 ·X)′ ·X)

∥∥∥
r+ρ,s+δ

dt

≤
∫ ε

0
t
∥∥∥(H ′′0,1 ·X2) + (H ′0,1 ·X ′ ·X)

∥∥∥
r+ρ,s+δ

dt

≤ ε2

2

(∥∥∥H ′′0,1 ·X2
∥∥∥
r+ρ,s+δ

+
∥∥∥H ′0,1 ·X ′ ·X∥∥∥

r+ρ,s+δ

)
(2.44)

The term H0,1 depends only in the action, therefore its derivative only has partial derivative for
the first n variables. The second derivative has only non zero terms in the first square of size
n× n of its matrix of size 2n× 2n. This implies:∥∥∥H ′′0,1 ·X2

∥∥∥
r+ρ,s+δ

≤
∥∥∥H ′′0,1∥∥∥

r+ρ,s+δ

(
‖X‖Ir+ρ,s+δ

)2
,

where we defined:

||H ′′0,1||r+ρ,s+δ = sup
x∈B(r+ρ,s+δ)

 ∑
(i,j)∈J1,nK2

∣∣∣∂Ii,IjH0,1(x)
∣∣∣
 .

With our previous notations, we also have∥∥∥H ′0,1 ·X ′ ·X∥∥∥
r+ρ,s+δ

≤
∥∥∥H ′0,1∥∥∥I1,r+ρ,s+δ ∥∥X ′ ·X∥∥Ir+ρ,s+δ

Let now x ∈ B(r + ρ, s+ ρ), i ∈ J1, nK:

∣∣(X ′(x) ·X(x)
)
i

∣∣ =

∣∣∣∣∣∣
n∑
j=1

(X ′(x))i,jXj(x) +
2n∑

j=n+1
(X ′(x))i,jXj(x)

∣∣∣∣∣∣
≤ n× max

j∈J1,nK
|(X ′(x))i,j | max

j∈J1,nK
|Xj(x)|+

n× max
j∈Jn+1,2nK

|(X ′(x))i,j | max
j∈Jn+1,2nK

|Xj(x)|

≤ n×
(

sup
x∈B(r+ρ,s+δ)

max
(i,j)∈J1,nK2

∣∣(X ′(x))i,j
∣∣) ||X||Ir+ρ,s+δ +

n×
(

sup
x∈B(r+ρ,s+δ)

max
(i,j)∈J1,nK×Jn+1,2nK

|(X ′(x))i,j |
)
||X||θr+ρ,s+δ

To estimate these two terms, we use Cauchy’s inequality on the vector field X. The Jacobian
of X can be written as follows, for i, j ∈ J1, nK, and i′ ∈ Jn+ 1, 2nK:

JX(I, θ) =
(
∂IjXi(I, θ) ∂θjXi(I, θ)
∂IjXi′(I, θ) ∂θjXi′(I, θ)

)

JX(I, θ) =
(

∂Ij ,θiG(I, θ) ∂θj ,θiG(I, θ)
−∂Ij ,IiG(I, θ) −∂θj ,IiG(I, θ)

)



70 Chapter 2. Some transformations of the Hamiltonian, and their constants

This allows us to compute the results in the following way:

sup
x∈B(r,s)

(
max

(i,j)∈J1,nK2
|(X ′(x))i,j |

)
= sup

x∈B(r,s)

(
max

(i,j)∈J1,nK2
|∂Ij ,θiG(I, θ)|

)

≤ max
(i,j)∈J1,nK2

( 1
ρ′δ′
||G||r+ρ′,s+δ′

)
≤ 4C0
γρ′στδ′

||H1||r+ρ′,s+2σ+δ′ ,

and

sup
x∈B(r,s)

(
max

(i,j)∈J1,nK×Jn+1,2nK
|(X ′(x))i,j |

)
= sup

x∈B(r,s)

(
max

(i,j)∈J1,nK×Jn+1,2nK
|∂θj ,θiG(I, θ)|

)

≤ max
(i,j)∈J1,nK×Jn+1,2nK

( 1
δ′2
||G||r,s+2δ′

)
≤ 4C0
γστδ′2

||H1||r,s+2σ+2δ′

We can now give a bound on the two terms of Rf . First,∥∥∥H ′′0,1 ·X2
∥∥∥
r+ρ,s+δ

≤ 16C2
0

γ2σ2τδ′2

∥∥∥H ′′0,1∥∥∥
r+ρ,s+δ

‖H1‖2r+ρ,s+2σ+δ+δ′ ,

secondly, ∥∥∥H ′0,1 ·X ′ ·X∥∥∥
r+ρ,s+δ

≤ n
∥∥∥H ′0,1∥∥∥I1,r+ρ,s+δ 32C2

0
γ2ρ′σ2τδ′2

‖H1‖2r+ρ+ρ′,s+2σ+δ+2δ′ .

Finally, we have:

‖Rf‖r,s ≤
8nC2

0ε
2

γ2σ2τδ′2

(∥∥∥H ′′0,1∥∥∥
r+ρ,s+δ

‖H1‖2r+ρ,s+2σ+δ+δ′ +

2
ρ′

∥∥∥H ′0,1∥∥∥I1,r+ρ,s+δ ‖H1‖2r+ρ+ρ′,s+2σ+δ+2δ′

)
. (2.45)

2.2.3 Explicit statement and application to the three-body problem

In this section, we will gather all the information from the lemmas and the estimates on the
remainder to give an explicit theorem such as theorem 2.9. First we will give a general statement
in dimension n, and secondly, we will apply it to the case of the plane planetary three-body
problem. In the latter case, we will get rid of some constants by estimating them, in order to
have a simple and applicable theorem that we can use easily.
In this aim, we will now lose track of the different kind of analyticity losses, by considering
ρ = ρ′ and σ = δ = δ′.
Theorem 2.15. Let H(I, θ) = H0(I) + εH1(I, θ) be a Hamiltonian analytic on the set B(r, s)
with r, s > 0. Let ρ < r, δ < s, K ∈ N?, and H0,1 = H0 + ε/(2π)n

∫
Tn H1. Assume that there

exists I0 ∈ B(r − ρ, s− σ) such that H ′0,1 ∈ D(γ, τ).
Under the assumptions: 

2r + diam(B) ≤ γ

2Kτ+1
∥∥∥H ′′0,1∥∥∥r,s ,

8× 5τ+1C0ε

γ
× ‖H1‖r,s ≤ ρσ

τ+1,

4nn!Kn exp
(−4Kσ

5

)
≤ 1,
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where C0 = 3π
2 6

n
2

√
τΓ(2τ)
2τ , then there exists a symplectic transformation

ϕεX : B(r − ρ, s− σ)→ B(r, s) such that on the set B(r − ρ, s− σ) we have

H ◦ ϕεX(I, θ) = H0,1(I) + ε2H2(I, θ).

Moreover, the following bound on H2 holds:

‖H2‖r−ρ,s−σ ≤
52(τ+1)8nC2

0
γ2σ2(τ+1) ‖H1‖2r,s

(∥∥∥H ′′0,1∥∥∥
r,s

+ 4
ρ

∥∥∥H ′0,1∥∥∥I1,r,s
)

+

4nn!Kn

ε
exp

(
−4Kσ

5

)
‖H1‖r,s . (2.46)

The proof is direct with the scheme we described, and with the results of lemma 2.14 and
the estimates on the remainders.

We wish now to apply this theorem to the plane planetary three-body problem. We are interested
here in the coordinates (Λ, λ) and will consider the other variables as parameters. In this case,
we have n = 2. We will consider as well that B = {0}, and that there exists a I0 in some
B(r − ρ, s − σ) ∈ D(γ, n) = D(γ, 2). We want to push at a higher order the part of the
Hamiltonian that depends on the fast angles λ. We will therefore apply the previous theorem
in this case.
First, we can bound C0 in the case τ = n = 2 by:

C0 = 3π
2 6

n
2

√
τΓ(2τ)

2τ ≤ 25 = 52

As well, we will consider that we lose half of our analyticity width during the operation, that
corresponds to taking r = 2ρ and s = 2σ. We have the following corollary:

Corollary 2.16. Let H : R2×T2 → R be a Hamiltonian of the form H(I, θ) = H0(I)+H1(I, θ).
Assume that it is analytic on the set B(r, s) with r, s > 0. Let K ∈ N?, and H0,1 = H0 +
ε/(2π)2 ∫

T2 H1. Assume that there exists I0 ∈ B(r/2, s/2) such that H ′0,1(I0) ∈ D(γ, 2). Under
the assumptions 

K ≤

 γ

2r
∥∥∥H ′′0,1∥∥∥r,s


1
3

,

‖H1‖r,s ≤
γrs3

4.105 ,

32K2 exp
(−2Ks

5

)
≤ 1,

then there exists a symplectic transformation ϕεX : B(r/2, s/2) → B(r, s) such that on the set
B(r/2, s/2) we have

H ◦ ϕεX(I, θ) = H0,1(I) +H2(I, θ).

Moreover, the following bound on H2 holds:

‖H2‖r/2,s/2 ≤
1010

γ2s6 ‖H1‖2r,s
(∥∥∥H ′′0,1∥∥∥

r,s
+ 8
r

∥∥∥H ′0,1∥∥∥I1,r,s
)

+

32K2 exp
(
−2Ks

5

)
‖H1‖r,s .
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With this corollary, we have a symplectic change of variables which (if the norm of the
perturbation is small enough) decreases the norm of the perturbation at the expense of a loss of
half of our analyticity width. Releasing the constraints on the parameters, the new unperturbed
Hamiltonian H0,1 depends this time on the 4 action variables, and the perturbation of the
Hamiltonian is now much smaller, as wanted.

2.2.4 Iterating the scheme

In the case the new perturbation H2 is not small enough to apply the KAM theorem, we have
to iterate this scheme to push again the perturbation to a higher order. We are therefore going
to iterate the following lemma two more times (this is actually the exact number that will be
necessary to apply the KAM theorem, but another argument is that we will show one step in
order to see the changes we have to do to the previous corollary, and a second one to show the
recurrence factors that arose from a further iteration).
An important difference between the previous computations and an iteration of this computation
is that we do not know anything about H2 but the estimate on its bound. Whereas we gave an
estimate on H2 that depended on H ′0,1, if we consider the Hamiltonian H0,2 = H0,1 + H̄2, we do
not know this time the exact expression of H0,2. It is easily possible to overcome any difficulty
related to the size of H ′2 by using Cauchy estimates, though solving the cohomological equation
will imply to be careful of the change of frequencies induced by H2.
It is necessary to make one more assumption each time we iterate to be able to obtain the result
of the corollary. Here we will assume that for some K ∈ N \ {0} and r′, s′ > 0:

∥∥H ′2∥∥r′,s′ ≤ γ

4Kτ

This will allow us to have an inequality of the form:

‖ω2(I) · k‖r′ =
∥∥∥H ′0,1(I) · k +H ′2(I) · k

∥∥∥
r′

≥ H ′0,1(I0) · k − γ

2Kτ
− γ

4Kτ

≥ γ

4|k|τ1

Therefore, under this condition, we have a non-resonance condition as before for the constant
γ/2. We can moreover compute the size of ‖H ′2‖r′,s′ ≤

γ
4Kτ with the help of a Cauchy estimate.

With that assumption, we can consider the same lemma as before with analyticity width divided
by 2. Therefore, for the next order, we have the corollary of theorem 2.15:

Corollary 2.17. Let H : R2×T2 → R be a Hamiltonian of the form H(I, θ) = H0,1(I)+H2(I, θ)
with H2 obtained by the corollary 2.16. Assume that it is analytic on the set B(r/2, s/2) with
r, s > 0. Let K ∈ N?, and H0,2 = H0,1 + ε/(2π)n

∫
Tn H2. Assume that there exists I0 ∈

B(r/8, s/4) such that H ′0,1(I0) ∈ D(γ, 2). Under the assumptions



K3 ≤ min

 2γ
r
∥∥∥H ′′0,1∥∥∥r,s ,

rγ

16 ‖H2‖r/2,s/2

 ,

‖H2‖r/2,s/2 ≤
γrs3

28.105 ,

32K2 exp
(−Ks

5

)
≤ 1,
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there exists a symplectic transformation ϕε2 : B(r/8, s/4) → B(r/2, s/2) such that on the set
B(r/8, s/4) we have

H ◦ ϕε2(I, θ) = H0,2(I) +H3(I, θ).

Moreover, the following bound on H3 holds:

‖H3‖r/8,s/4 ≤
28.1010

γ2s6 ‖H2‖2r/2,s/2

(∥∥∥H ′′0,1∥∥∥
r,s

+ 25

r

∥∥∥H ′0,1∥∥∥I1,r,s + 28

r2 ‖H2‖r/2,s/2

)
+

32K2 exp
(
−Ks5

)
‖H2‖r/2,s/2 .

The result is straightforward under the additional assumption. One only changes γ, r, s to
γ/2, r/4, s/2 to compute the new assumptions and the bound on H3. The fact that we have to
divide not by 2 but by 4 the analyticity width among the angles comes from the estimate on
the derivative of H2 by Cauchy’s inequality, that makes us lose some more width.

While iterating another time, we need again to add an assumption on H3, and we proceed as
precedes. We will not give the precise corollary, just the new hypothesis necessary and the
bound on H3.
Assume that there exists I0 ∈ B(r/32, s/8), such that H ′0,1(I0) ∈ D(γ, 2), and consider that we
have already applied corollaries 2.16 and 2.17. Then the assumptions to iterate a third time are:

K3 ≤ min

 8γ
r
∥∥∥H ′′0,1∥∥∥r,s ,

rγ

26 ‖H2‖r/2,s/2
,

rγ

27 ‖H3‖r/8,s/4

 ,

‖H3‖r/8,s/4 ≤
γrs3

214.105 ,

32K2 exp
(−Ks

10

)
≤ 1

We then have our symplectic application ϕε3 : B(r/32, s/8) → B(r/8, s/4), and the bound on
H4:

‖H4‖r/32,s/8 ≤
216.1010

γ2s6 ‖H3‖2r/8,s/4×(∥∥∥H ′′0,1∥∥∥
r,s

+ 27

r

∥∥∥H ′0,1∥∥∥I1,r,s + 210

r2

(
‖H2‖r/2,s/2 + ‖H3‖r/8,s/4

))
+

32K2 exp
(
−Ks10

)
‖H3‖r/2,s/2 .

Observe that for further iterating the scheme, one would have to add an assumption that is close
to the new ones we have made, but with a factor 1/2 appearing between these assumptions.
Moreover, one can see that we cannot iterate indefinitely this scheme, and produce directly a
KAM theorem with it. Though, it was not the goal here, and this work will be enough towards
our aim of applying the KAM theorem to the three-body problem.





Chapter 3

Explicit KAM theorem with
parameters

This chapter is dedicated to the statement of a version of the KAM theorem with parameters
in the case the Hamiltonian is analytic, and with explicit constants. In the previous chapters,
we first estimated the analyticity width of the Hamiltonian of the plane planetary three-body
problem, and then we showed that we could separate it into a secular part, depending only in
the action variables, and a smaller perturbation depending in the action-angle variables. We
want now to derive a classical KAM theorem for an analytic Hamiltonian. This theorem will
require further assumptions (such as the non-degeneracy of the unperturbed Hamiltonian that
will be proved later).
As of now, there exists different KAM theorems, related to different points of view. We chose
the version of Pöschel [62] for several reasons. First, the intelligibility in the statement of the
theorem and its implications makes it easy to understand the problem we are dealing with.
Secondly, the KAM step we used in the section 2.2 is very close to Pöschel’s. Finally, Pöschel’s
proof shows all the dependencies in the different variables, the only non-explicit constants being
those depending on the dimension n and the Diophantine constant τ . Therefore, we "only" have
to explicit these constants (and to rebuild the statement at the same time in order to make it
more precise). We will follow Pöschel’s proof in order to make it easier to read, and compute
the constants appearing in each calculation. We encourage the reader to consult it in order to
find a great amount of references for closely related problems.
The theorem we are going to use is a parameterized version of the KAM theorem. This version
induces a great loss of analyticity considering the Hamiltonian we are using (for some reason
we will explain further), though it is convenient for our use. In this approach, one considers
the perturbation of a family of linear Hamiltonians, parameterized by the frequencies ω of the
unperturbed Hamiltonian. The non-degeneracy condition is then contained in the dependency
of the frequency parameter ω with respect to the initial actions. This approach dates back to
the work of Moser [49], and relies on adding the quadratic part of the unperturbed Hamiltonian
to the perturbation, leaving only linear terms in the new unperturbed Hamiltonian.

3.1 General scheme of the KAM theorem with parameters

In this section, we will first describe the operation of parameterization of the Hamiltonian with
respect to the frequencies. Then we will give the general statement of Pöschel and discuss it.
Finally, we will quickly give the outline of the proof, that resembles strongly to the one we
have developed in section 2.2, but taking care of the frequency variations at each step (we will
therefore not detail too much the explanations).
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3.1.1 Parameterizing the Hamiltonian

Consider, for n ≥ 2 the following analytic Hamiltonian:

H(p, q) = h(p) + εf(p, q, ε), (p, q) ∈ D × Tn, ε� 1, (3.1)

where D ⊂ Rn, and |f | ∼ |h|.
This Hamiltonian is divided into two terms, the unperturbed Hamiltonian h, leading to a quasi-
periodic motion of frequency ω(p) = h′(p) ∈ Rn, and the perturbation εf(p, q, ε) of small norm
compared to the Hamiltonian.
Consider now that the unperturbed Hamiltonian is non-degenerate on the set D:

det(h′′(p)) = det

(
∂ω

∂p
(p)
)
6= 0.

Then the frequency map h′ : D → Ω is a local diffeomorphism between D and the frequency set
Ω ⊂ Rn. The approach of Moser consists in expanding the Hamiltonian h around one particular
frequency ω, and work with a linear Hamiltonian parameterized with that frequency.
Let p = p0 + I, with I ∈ B = D − p0, the Hamiltonian h then becomes:

h(p) = h(p0) + 〈h′(p0), I〉+
∫ 1

0
(1− t)〈h′′(p0 + tI)I, I〉dt (3.2)

The frequency map being a local diffeomorphism, it is equivalent to work the coordinates ω
(which is one-to-one with the variable p0) and I, or with a variable p. Working with the
derivative and its inverse can be simplified by introducing the Legendre transform of h, that we
will call g, and defined by

g(ω) = sup
p∈D

(〈p, ω〉 − h(p))

We then have the relation g′(ω) = (h′(p0))−1 where ω = h′(p0). Fixing the action p0 (and
therefore ω), one can write the equation (3.2):

h(p) = e(ω) + 〈ω, I〉+ Ph(I;ω),

with Ph(I;ω) =
∫ 1

0 (1 − t)〈h′′(g′(ω) + tI)I, I〉dt. From the action-angle coordinates, we defined
new coordinates (ω, I, θ) ∈ Ω×B × Tn, where we wrote θ instead of q not to be mistaken.
Now we can consider the term Ph to be part of the perturbation, since a bound on its norm can
be made as small as wanted by looking at a sufficiently small ball in the action I around the
origin.
One can then write H = N +P , where N = e(ω) + 〈ω, I〉, N being called the normal form, and

P = Ph(I;ω) + Pε(I, θ;ω),

with Pε(I, θ;ω) = εf(g′(ω) + I, θ, ε).
The family of Hamiltonians under normal form N have equations of motions that are easy to
compute. Indeed, the vector field associated to it is

XN =
n∑
j=1

ωj
∂

∂θj
, ω ∈ Ω.

The motion is quasi-periodic, and takes place on a specific torus {0} × Tn for every ω ∈ Ω.
These tori can be seen as a trivial embedding of Tn over the set Ω in the phase space given by
the function

Φ0 : Tn × Ω→ B × Tn

(θ, ω) 7→ (0, θ)
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For a generic Hamiltonian, the perturbation P will limit the existence of these tori. However,
under several hypotheses, one can show that almost all of these tori (in the sense of the Lebesgue
measure) survive a perturbation, this is the main result of the KAM theorem.
The goal of this KAM theorem with parameters is to eliminate the whole perturbation P instead
of removing only the perturbation f , while modifying slightly the normal form N . Observe that
in order for the perturbation P to verify a smallness condition, we have to restrict ourselves to a
set of actions close to the origin. This implies that we will lose some analyticity width artificially
to make Ph of the order of f .

3.1.2 Domains of analyticity and other definitions

Before stating the KAM theorem, we have to make explicit the sets we are working on.
Let Ω be the set of initial frequencies we are considering. Let τ > n − 1, γ > 0 and consider
D(γ, τ) the Cantor set of real numbers verifying a Diophantine condition for the constants γ
and τ . Let Γγ = Ω ∩D(γ, τ), it is as well a Cantor set. Finally, for β > 0, let

Ωβ
γ = Γγ \

{
ω ∈ Γγ : ∃ ω′ ∈ Rn \ Ω, |ω − ω′| < β

}
.

The last set is therefore composed of the points of the set Γγ that are at least at a distance β
to the boundary of Ω. We will fix later the needed value for the constant β.
Now let us define the various domains we will use in the theorem. These sets will be polydiscs
around some set. For the frequencies, define

Oh = {ω ∈ Cn, |ω − Ωβ
γ | < h}.

For the action-angle variable, let

Dr,s = {I ∈ Cn, |I| < r} × {θ ∈ TnC, |=(θ)| < s} .

Define the norms with indices as follows, for f : Cn × Tn → C:

||f ||r,s = sup
Dr,s

|f | , ||f ||h = sup
Oh

|f |,

||f ||r,s,h = sup
Dr,s×Oh

|f |.

For vector valued functions, we have:

||f ||r,s = sup
Dr,s

||f ||,

where ||·|| is the sup norm. When considering the Diophantine condition, we will always consider
the norm |k|1 = |k1| + ... + |kn| for the vectors k ∈ Zn. Finally, to state the theorem we will
need the following Lipschitz norm on the frequencies:

|f |L = sup
ω 6=ω′

|f(ω)− f(ω′)|
|ω − ω′|

,

where | · | represent the supremum norm.

3.1.3 Statement of the KAM theorem with parameters

The precise statement of the KAM theorem in Pöschel’s paper is the following:
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Theorem 3.1. Let H = N + P . Suppose P is real analytic on Dr,s ×Oh with

||P ||r,s,h ≤ cγrsν , γsν ≤ h,

where ν = τ + 1 and c is a small constant depending only on n and τ . Suppose also that
r, s, h ≤ 1. Then there exists a Lipschitz continuous map ϕ : Γγ → Ω close to the identity and a
Lipschitz continuous family of real analytic torus embeddings Φ : Tn × Γγ → B × Tn close to Φ0
such that for each ω ∈ Γγ the embedded tori are Lagrangian and

XH ϕ(ω) ◦ Φ = Φ′ ·XN .

Moreover, Φ is real analytic on T? = {θ : |=θ| < s/2} for each ω, and

‖W (Φ− Φ0)‖, γsν‖W (Φ− Φ0)‖L ≤
c

γrsν
||P ||r,s,h,

‖ϕ− Id‖, γsν‖ϕ− Id‖L ≤
c

r
||P ||r,s,h,

uniformly on T? × Γγ and Γγ, respectively, where c is a large constant depending only on n and
τ , and W = diag(r−1Id, s−1Id).

Qualitatively, the statement may be described as follows: first, as said before, while removing
the perturbation, we are slightly changing the frequencies; secondly, the Lipschitz estimates allow
us to control the size of the the set ϕ(Γγ). Indeed, with these estimates, one can prove that the
complement of this set is of size O(α); finally, every embedded torus is Lagrangian and is close
to its associated unperturbed torus.
In the next section, we will first make explicit all the constants that appear in the theorem.
Secondly, we will gather the hypotheses in order to have a simpler smallness condition.

3.1.4 Sketch of the proof

Let us describe the general scheme of the proof, that will consist in an iteration of a KAM step.
Since the KAM step will be close to the theorem we proved in 2.2, we will be quick on the main
operation, and will describe more precisely the change in frequencies.
At each step, we consider a Hamiltonian H = N+P with N under normal form: N = e+〈ω, I〉.
We want to find a transformation F such that H ◦ F = N+ + P+, where N+ is again under
normal form and P+ verifies ||P+|| ≤ C||P ||κ, for some κ > 1. This transformation will make us
lose some analyticity width related to the norm of P , though, the constant κ will ensure that
the scheme will rapidly converge and that we can eliminate the initial perturbation if it is small
enough.
To build the transformation F , instead of considering P , we will consider only the linear part
in the action (by truncating the Taylor expansion in the action at the order 2). Next, as done
in the previous chapter, we truncate the Fourier series in the angle at some order K. Let us call
the new Hamiltonian after this two steps R. The remainder P − R will be either of order 2 in
the actions, and therefore small looking close to the origin, or it will be part of the remainder
of the Fourier series, which will be small as well if K is high enough.
Assume ω is fixed. Let F be a Hamiltonian affine in the actions, and XF = X its associated

Hamiltonian vector field. Call Φt = Φt
X the flow associated to the previous vector field, and

Φ = Φt
t=1 the time-1 map of this flow.

Call H̄ = N +R, we have:

H̄ ◦ Φ = N + {N,F}+
∫ 1

0
(1− t) {{N,F} , F} ◦ Φtdt+R+

∫ 1

0
{R,F} ◦ Φtdt

= N + {N,F}+R+
∫ 1

0
{(1− t) {N,F}+R,F} ◦ Φtdt



3.2. Quantitative KAM step and its proof 79

The term under the integral will constitute another part of the perturbation, in sum with P −R.
We want F such that

N + {N,F}+R = N+ (3.3)

The main difference from the previous scheme, where we solved the cohomological equation, is
that R is not of zero-mean, and therefore we need to divide it into two parts: R = R̄+ R̃ where

R̄ = 1
(2π)n

∫
Tn
Rdθ

We can therefore define F by the formula

F =
∑

k∈Zn\{0}

Rk
ı〈k, ω〉

exp(ık · θ),

where the Rk are the Fourier coefficients of the Hamiltonian R. As for the average of R with
respect to the angles, since it is not possible to remove this term with the symplectic transfor-
mation we built, we simply add it to the unperturbed Hamiltonian. Observe that since R was
affine in the actions, N+ = N + R̄ remains affine in the actions (R̄ is obviously independent of
the angles). We can then write:

N+ = e+(ω) + 〈ω + v(ω), I〉

The new frequency vector is given by ω+ = ω + v(ω), and if v is small, then there exists a map
ϕ close to the identity such that ϕ(ω+) = ω.
The map N+ can then be written N+ = (N + R̄) ◦ ϕ. As for the perturbation, computing the
remainders of the transformation gives:

P+ =
∫ 1

0

{
(1− t)R̄+ tR, F

}
◦ Φtdt+ (P −R) ◦ Φ

The total transformation F then corresponds to the map (Φ, ϕ). Moreover, observe that Φ can
be written Φ = (U, V ), both function depending on the parameter ω, U depending on the action
and the angle, but V depending only on the angles by construction. With these definitions, this
scheme can be iterated under specific assumptions on the analyticity width of the Hamiltonian.

The loss of analyticity related to one iteration has its roots in different parts of the scheme.
Estimating the bound of R requires already to lose some analyticity width. Then, as we saw
before, solving the cohomological equation will induce a new loss, as well as estimating the
derivatives with Cauchy’s inequality. The size of the ball for the frequencies will also decrease
while computing the function ϕ, that is the inverse of the function Id+ v on some domain. All
these variables need to be controlled while iterating the scheme.
The difference between the previous scheme scheme and its iterations we developed in section
2.2 is that we were going further and further from a vector verifying a Diophantine condition,
whereas in this scheme, the iteration requires to get closer and closer to one (in order to be able
to solve the cohomological equation with a perturbation truncated at an increasing order). One
of the difficulties is therefore to control the frequencies, and instead of perturbing the initial
frequency, we consider our initial frequency to be the perturbation of a Diophantine vector.

3.2 Quantitative KAM step and its proof
Before giving the full explicit KAM theorem statement, we will work on the KAM step, that
will be iterated an infinite amount of times so as to obtain the main statement. This will allow
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us to explain the different facets of this theorem. Again, we follow almost completely the work
of Pöschel in his proof, although we will give first a precise statement, with all the necessary
constants.
It is important to say that we chose the case τ = n as Diophantine constant for the sake of
simplicity. Keeping τ as an unknown should not be much harder to compute with the work
here, since all the constants are computed explicitly.

3.2.1 Statement of the KAM step

Preliminary definition

We consider a Hamiltonian H real analytic over the set Dr,s×Oh, for some r, s, h > 0, such that
H can be written as the sum of a normal form and a small perturbation, i.e. H = N + P .
Define ν = τ + 1 = n + 1. Let σ < s/5, and δ ≥ 40, a constant that will appear later while
performing the transformation.
Define the following sets:

A = {K ∈ N : Kσ ≥ (2n+ ν)log 2} (3.4)

B =
{
K ∈ N : 2Kn+νσνe−Kσ ≤ 1

δ

}
(3.5)

Now B consists of two integer intervals, one for small K (for instance K = 0 belongs to B,) and
one for large K (when K goes to infinity, the left term tends to zero). We are interested in the
second one, hence we define

B+ = {K ∈ B : ∀m ∈ N, K +m ∈ B} (3.6)

Now let K ′ = min(A ∩ B+) > 0. This minimum is well defined, this two sets having non-
empty intersection (K sufficiently large verifies the two assumptions). Recall the definition
of the constant appearing in Rüssmann’s theorem while solving the cohomological equation,

C0 = 3π6
n
2

√
n(2n)!
2n (we choose to multiply it by a factor 2 for a reason explained later). We

can finally define:
ε = min

(
γrσν

4νC1
,
hr

δ
,

γr

2K ′νδ

)
(3.7)

with C1 = 4ν(200nC0 + 32 + 8νn!)2.

The KAM step can then be stated as follows:

Proposition 3.2. Assume that ‖P‖r,s,h ≤ ε. Then there exists a real analytic transformation

F = (Φ, ϕ) : Dηr,s−5σ ×Oh/4 → Dr,s ×Oh

with η =
√

ε

γrσν
such that H ◦ F = N+ + P+ with

‖P+‖ηr,s−5σ,h/4 ≤ 200nC0
ε2

γrσν
+ (32η2 + 4νn!Kne−Kσ)ε.

Moreover,

2‖W (Φ− Id)‖, ‖W (DΦ− Id)W−1‖ ≤ 40C0ε

γrσν

||ϕ− Id||, 4h||Dϕ− Id|| ≤ 10ε
r

uniformly on Dηr,s−5σ ×Oh and Oh/4 respectively, with the weight matrix

W = diag(r−1Id, σ−1Id).
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We will prove this proposition in the next section. Let us first discuss the definitions we have
made.

Observations on the statement

The different conditions on ε arise from different parts of the proof. The first condition in the
minimum is a limit due to the analyticity width we have on the actions and on the angles. This
limit is necessary to obtain an exponential decrease of the bound on the norm of the perturbation
at each step. The second condition is related to the transformation on the frequency vector.
To be able to invert the map giving the new frequency ω + v(ω), it is essential to have enough
analyticity width compared to the size of v. The third condition is a condition on K ′. K ′ needs
to be big enough to allow the remainder of the Fourier series of Q to be small enough, and then
for this remainder to decrease exponentially while iterating our scheme. However, we want as
well K ′ to be small enough so that all the frequencies in Oh verify a non-resonance condition of
order K ′.
In the KAM step, the factor δ appears always at the denominator, and therefore always seems
to add a stronger constraint when increasing it. Though, when iterating the scheme, we will see
that it allows to make the norm of the transformation smaller while increasing this factor. This
is the reason we keep it in the computation.

3.2.2 Proof of the proposition

In this section, we make the hypotheses of proposition 3.2.

Implication of the hypotheses

Let ε0 ≤ ε. Define h0 = δε0
r

and K0 =
⌊
ν

√
γ

2h0

⌋
. These two constants satisfy h0 < h and

K0 > K ′. Indeed, the first inequality is clear, and for the second one, using the fact that both
K0 and K ′ are integers, and the definition of ε:

K ′ν ≤ γr

2δε ≤
γr

2δε0
≤ γ

2h0
.

The definition of h0 means that if we consider a smaller perturbation, we will not use all the
available analyticity h corresponding to the frequencies.
These definitions allow us to compute a central inequality, that will prove useful later on in the
proof:

1
2νK

n
0 σ

ν exp(−K0σ) ≤ ε0
γr
≤ h0
γδ
≤ 1

2δKν
0
. (3.8)

The last two inequalities are straightforward given the definition of h0 and K0. Regarding the
first one, using the definition of B+:

ε0
γrσν

= h0
γσνδ

≥ 2Kn+ν
0 e−Kσ

γ
h0

≥ Kn
0 e
−K0σ

(
ν

√
2h0
γ
×
⌊
ν

√
γ

2h0

⌋)ν

≥ Kn
0 e
−K0σ

(⌈
ν

√
γ

2h0

⌉−1
×
⌊
ν

√
γ

2h0

⌋)ν
≥ 1

2νK
n
0 e
−K0σ.
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We will now use the definition of K0 to show the non-resonance condition that the frequency
vectors of Oh0 must verify. Indeed, let k such that 0 < |k| ≤ K0, and let ω ∈ Oh0 , there exists
ω? ∈ Ωβ

γ such that |ω − ω?| < h0, and therefore, the following inequalities hold:

|〈k, ω − ω?〉| ≤ |k||ω − ω?| ≤ K0h0 ≤
γ

2Kτ
0
≤ γ

2|k|τ .

Since ω? verify a Diophantine condition for the constant γ and τ = n, we get:

|〈k, ω〉| ≥ γ

2|k|n , ∀0 < |k| ≤ K0

To remove the factor 2 arising from this inequality, we modified the constant C0 of Rüssman
theorem, multiplying it by 2.

The goal at each step of the KAM theorem is to make a change of variables that will decrease the
norm of the perturbation. However, instead of trying to make the value of ε0 decrease directly,
we will consider the ratio E0 = ε0

γrσν . If we let r, and σ decrease in a polynomial way, but that
we managed to make E decrease exponentially, then ε0 will as well decrease exponentially.

First estimates

As introduced in the outline of the proof, we will switch from the perturbation P to another
perturbation R in two steps. First, consider the linearization Q of P in the actions around the
origin, secondly, truncate the Fourier series of Q at order K0. R is a trigonometric polynomial
on the angles and affine in the action.
The size of the perturbation, by our assumptions, is smaller than ε0 on the set Dr,s ×Oh0 . Let
us start by bounding the linearized function Q:

‖Q‖ 3r
4 ,s,h0

≤ ‖P‖ 3r
4 ,s,h0

+ 3r
4 ‖PI‖ 3r

4 ,s,h0

≤ ‖P‖r,s,h0 + 3r
4
‖P‖r,s,h0

r/4
≤ 4ε0.

Now let η =
√

ε0
γrσν

. Using the definition of ε and the fact that ε0 ≤ ε, we obtain 8η ≤ 1. From
the Taylor expansion formula and Cauchy’s inequality, we get:

‖P −Q‖2ηr,s,h0 ≤ (2ηr)2 4‖P‖r,s,h0

(1− 2η)2r2

≤ 32η2ε0.

With lemma B.1, we obtain the following estimates on the difference between Q and its trunca-
tion at the order K0:

‖R−Q‖ 3r
4 ,s−σ,h0

≤ 4nn!Kn
0 exp(−K0σ)‖Q‖ 3r

4 ,s,h0

≤ 4νn!Kn
0 exp(−K0σ)ε0.

Hence:

‖R‖ 3r
4 ,s−σ,h0

≤ ‖R−Q‖ 3r
4 ,s−σ,h0

+ ‖Q‖ 3r
4 ,s,h0

≤ (4 + 4νn!Kn
0 e
−K0σ)ε0.
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Since K0 ∈ A ∩B+, we have the following inequality:

4νn!Kn
0 e
−K0σ = 4νn!2K

n+ν
0 σνe−K0σ

2Kν
0σ

ν

≤ 1
δ

4νn!
2((2n+ ν) log 2)ν ≤ 1.

Indeed, the term on the right depends only on n, and is decreasing with this variable. Since it
takes a value less than 1 for n = 1, the result follows directly. Hence, we have

‖R‖ 3r
4 ,s−σ,h0

≤ 5ε0.

Solving the cohomological equation

We would now like to solve the equation (3.3) in F . Letting N̂ = N+ −N , we can write:

{F,N}+ N̂ = R.

Recall that in the outline, we wanted N̂ = R̄ = 1
(2π)n

∫
Tn Rdθ. With the work done previously,

we get the following bound on N̂ :

‖N̂‖ 3r
4 ,h0
≤ ‖R‖ 3r

4 ,s−σ,h0
≤ 5ε0.

Since the Fourier series of R only contains terms of indices k such that |k| ≤ K0, we can apply
the corollary 2.12 of Rüssman’s theorem and solve the remainder of the cohomological equation
(3.3). The norm of the Hamiltonian F solving this equation therefore satisfies:

‖F‖ 3r
4 ,s−2σ,h0

≤
C0‖R‖ 3r

4 ,s−σ,h0

γσn
≤ 5C0ε0

γσn
.

Hence, with Cauchy’s inequality, we get:

‖Fθ‖ r2 ,s−3σ,h0 ≤
5C0ε0
γσν

,

‖FI‖ r2 ,s−3σ,h0 ≤
20C0ε0
γrσn

.

Estimates on the transformation Φ

After obtaining the estimates on the derivatives of F , we can deduce some estimates on the
vector field associated to F , and then on the time-1 map Φ. On the domain D r

2 ,s−3σ,h0 , using
the value of ε0 and η, we get:

‖Fθ‖ r2 ,s−3σ,h0 ≤
√

ε0
γrσν

√
ε0
γrσν

5C0r

≤ 5C0
4ν(200nC0 + 32 + 4νn!)ηr

≤ ηr ≤ r

8 ,

‖FI‖ r2 ,s−3σ,h0 ≤
20C0

42ν(200nC0 + 32 + 4νn!)2σ ≤ σ.

With these two inequalities, the time-1 map Φ is well-defined on the domains:

Φ = Φt
t=1 : D r

4 ,s−4σ,h0 −→ D r
2 ,s−3σ,h0 ,

Φ = Φt
t=1 : Dηr,s−5σ,h0 −→ D2ηr,s−4σ,h0 .
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Only considering the first domain is not enough to prove the KAM step. Indeed, the estimates
of the difference P −Q require to lose a lot of analyticity on the actions to keep this term small.
Writing Φ = (U, V ), since F is linear in the actions, V is independent of I. The Jacobian of F
is therefore

Φ′ =
(
UI Uθ
0 Vθ

)
.

On the set D r
8 ,s−5σ,h0 , and hence on the set Dηr,s−5σ,h0 , the following inequalities are verified

‖U − Id‖ ≤ ‖Fθ‖ ≤
5C0ε0
γσν

, ‖V − Id‖ ≤ ‖FI‖ ≤
20C0ε0
γrσn

,

‖UI − Id‖ ≤
40C0ε0
γrσν

, ‖Uθ‖ ≤
5C0ε0
γσν+1 ,

‖Vθ − Id‖ ≤
20cε0
γrσν

,

whence the estimates on Φ in the proposition.

Estimates on the new perturbation

After the transformation, the Hamiltonian takes the form H = N+ +P+. We will now work on
a bound on the norm of P+. First, consider {R,F}:

‖{R,F}‖ r
2 ,s−3σ,h0 ≤ n(‖RI‖ r2 ,s−3σ,h0‖Fθ‖ r2 ,s−3σ,h0 + ‖FI‖ r2 ,s−3σ,h0‖Rθ‖ r2 ,s−3σ,h0)

≤ n
(20ε0

r

5C0ε0
γσν

+ 5ε0
σ

20C0ε0
γrσn

)
≤ 200nC0

ε20
γrσν

The same inequality remains true for {N̂ , F}. Hence:∥∥∥∥∫ 1

0
{(1− t)N̂ + tR, F} ◦Xt

Fdt

∥∥∥∥
ηr,s−5σ,h0

≤
∥∥∥{(1− t)N̂ + tR, F}

∥∥∥
r
2 ,s−4σ,h0

≤ 200nC0
ε20
γrσν

.

It remains to find the bound of the term induced by P −R:

‖(P −R) ◦ Φ‖ηr,s−5σ,h0 ≤ ‖P −R‖2ηr,s−4σ,h0

≤ ‖P −Q‖2ηr,s−4σ,h0 + ‖Q−R‖2ηr,s−4σ,h0

≤ (32η2 + 4νn!Kne−Kσ)ε0.

Finally, the estimate on the norm of P+ is the following:

‖P+‖ηr,s−5σ,h0 ≤ 200nC0
ε20
γrσν

+ (32η2 + 4νn!Kne−Kσ)ε0 = ε+0 . (3.9)

Exponential decrease

As we explained before, we are interested in the exponential decrease of the ratio E = ε0
γrσν . Let

us already think about the iterative step, and choose the variables we will use at the next step.
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First, let σ+ = σ/2, h+ = h0/4ν and K+ = 4K0; regarding the actions, since we have to lose
much more analyticity width and we let r+ = ηr. With these definitions, let us compute E+:

E+ = ε+0
γr+σ+ν = 2νε+0

γηrσν

≤ 200nC0
2ν

η

ε20
(γrσν)2 + 2ν(32η2 + 4νn!Kn

0 e
−K0σ) ε0

γηrσν

≤ 2ν200nC0
E2

η
+ (32η2 + 8νn!Kn

0 e
−K0σ)E

η
.

Using the fundamental inequality (3.8), we have 2νE0 ≥ Kn
0 e
−K0σ. Observe as well that E = η2,

hence:
E+ ≤ 2ν(200nC0 + 32 + 8νn!)E

3
2 =

√
C1E

3
2 , (3.10)

i.e. C1E
+ ≤ (C1E)

3
2 . The scheme converges exponentially fast if E < C−1

1 , therefore if
ε0 ≤

γrσν

C1
. The initial condition on ε, and on ε0 ≤ ε shows that we have even better: C1E ≤

1
4ν ,

hence the exponential decrease of E.

Changing the frequencies

It remains to deal with the function ϕ, which controls the frequency shift when adding the
mean of the linearized perturbation over the angles. We will use lemma B.2 to make explicit
the domain on which this map is well-defined. Let v = N̂I = [RI ], the new frequency vector is
ω+ = ω + v(ω). Computing the norm of v gives:

‖v‖h0 = ‖NI‖h0 ≤
5

3r
4 − η

ε0 ≤ 10ε0
r

≤ 10h0
δ

≤ h0
4

Applying lemma B.2, we obtain the inverse map ϕ : Oh0
4
→ Oh0 , ω+ → ω, satisfying:

‖ϕ− Id‖h0
4
≤ 10ε0

r

‖Dϕ− Id‖h0
4
≤ 5ε0

2h0r

In this configuration, we let N+ = (N + N̂) ◦ ϕ, and we obtained the new Hamiltonian H+ =
N+ + P+.

This ends the proof of the KAM step, that we now have to iterate.

3.3 Quantitative KAM Theorem with parameters

In this section, we give the explicit statement of the KAM theorem. Recall that we chose τ = n
in the computation. We will quickly remind all the definitions we did to gather everything we
need here.
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3.3.1 Statement of the quantitative KAM theorem

Let r, s, h > 0, δ ≥ 40, σ = s/20, and K ′ = min(A ∩B+), where

A = {K ∈ N : Kσ ≥ (2n+ ν)log 2} , (3.11)

B =
{
K ∈ N : 2Kn+νσνe−Kσ ≤ 1

δ

}
, (3.12)

B+ = {K ∈ B : ∀m ∈ N, K +m ∈ B} . (3.13)

Call ν = n + 1, C1 = 4ν(200nC0 + 32 + 8νn!)2 with C0 = 3π6
n
2

√
n(2n)!
2n . Recall the definition

of ε in equation (3.7):

ε = min
(
γrσν

4νC1
,
hr

δ
,

γr

2K ′νδ

)
. (3.14)

Besides, define the following (exponentially convergent) series for ν ≥ 1:

Sν =
∞∑
i=0

2
ν

(
3i+2−( 3

2)i
)
, (3.15)

Tν =
∞∑
i=0

2(2ν+1)i−ν( 3
2)i . (3.16)

Finally, define

µ = exp
(5
δ

)
, (3.17)

ξ = exp
(

10C0
ε0

γr0σν0

)
. (3.18)

Theorem 3.3. Let H = N +P a Hamiltonian, such that P is real analytic on the set Dr,s×Oh
and ‖P‖r,s,h = ε0 ≤ ε. Then there exists a Lipschitz continuous map ϕ : Γγ → Ωh0

γ , with h0 =
δε0
r
, and a Lipschitz continuous family of real analytic torus embeddings Φ : Tn × Γγ → B × Tn

close to Φ0 such that for each ω ∈ Γγ, the embedded tori are Lagrangian and

XH |ϕ(ω) ◦ Φ = Φ′ ·XN .

Φ is real analytic on the set {θ : |=θ| < s/2} for each ω, and the following inequalities on Φ and
ϕ hold:

‖W (Φ− Φ0)‖ ≤ 6nξ log ξ (3.19)
‖ϕ− Id‖ ≤ 4h0nµ logµ, (3.20)

(3.21)

where W = diag(r−1Id, s−1Id). As for their Lipschitz constant, we have:

‖W0(Φ− Φ0)‖L ≤ 4ν80 nC0
γσνδ

Tν (3.22)

‖ϕ− Id‖L ≤ 4nSνµ logµ. (3.23)
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3.3.2 Proof of the theorem

Soundness of the iteration

To iterate the KAM step, the hypotheses at step j + 1 need to be fulfilled knowing that they
are at a step j. We will therefore use the new value of each variables obtained after one KAM
step, and check if they satisfy the hypotheses of the KAM step. Recall that after a step j, we
have: Kj+1 = 4Kj , σj+1 = σj/2, ηj =

√
εj

γrjσνj
, rj+1 = ηjrj , hj+1 = hj/4ν . The size of the new

perturbation has to decrease much faster than the analyticity width in order to obtain the KAM
theorem.
It is necessary to notice that the constant δ correlating the value of εj+1 to hj+1 is not conserved
after one step, though it is increasing and still satisfies δ ≥ 40. This variable δ fixes the size of
the transformation: the larger it is, the smaller are the norms of ϕ− Id and Φ−Φ0. Obviously,
after one step, since the new perturbation is much smaller, the new transformation will also be
smaller and therefore we can let δ increase.
Now let us see for each variable the inequalities that need to be fulfilled:

• The equality Kj+1σj+1 = 2Kjσj shows that Kj+1 belongs again to the set Aj+1.

• Let us verify that Kj+1 belongs to B+,j+1 as well:

2Kn+ν
j+1 σ

ν
j+1 exp(−Kj+1σj+1) = 2(4n+νKn+ν

j )
(
σνj
2ν
)

exp(−2Kjσj)

≤ 4n+ν

2ν
exp(−Kjσj)

δ

≤ 22n+ν exp(−Kjσj)
δ

.

The condition to have Kj+1 ∈ B+,j+1 is therefore the following:

22n+ν exp(−Kjσj) ≤ 1.

Since Kj ∈ Aj it is verified.

• Kj ∈ Aj ∩Bj , we have Kj+1 ∈ Aj+1 ∩B+,j+1.

• In the KAM step, we defined the limit value ε = ε−. Define now

ε+ = min
(
γrj+1σ

ν
j+1

4νC1
,
hj+1rj+1

δ
,

γ

2Kν
j+1δ

)
.

With the hypotheses on the variables we made, we have in fact

ε+ = min
(
ηj
2ν ,

ηj
4ν ,

1
4ν
)
ε− = ηjε

−

4ν

ε+ is therefore the new limit of the application of the KAM step. We have to check the condition
εj+1 ≤ ε+.

εj+1 = γrj+1σ
ν
j+1Ej+1

≤ ηj
2ν γrjσ

ν
j

√
C1E

3
2
j

≤ ηj
2ν γrjσ

ν
j

√
C1

ε
3
2
j

(γrjσνj )
3
2

≤ ηjεj
√
C1

2ν

√
εj

γrjσνj
.
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By assumption, εj ≤ ε− ≤
γrjσ

ν
j

4νC1
. Hence:

εj+1 ≤
ηjε
−

4ν = ε+

The condition ε ≤ γrσν

4νC1
, that we imposed in the definition of ε, and corresponding to the control

of the transformation among the actions and angles, takes its root here, and allows us to iterate
the KAM step. The values ε+, ε− represent the worst case possible. At each step, we consider,
in a sense, this worst case, and not the real perturbation. Indeed, it could happen that for some
perturbation, and some transformation we have Ej+1 � Ej (using the effective value of εj+1
and not its estimate), and therefore the inequality Kn

j+1 exp(−Kj+1σj+1) ≤ 2νEj+1 would not
be fulfilled. In this case, one could skip some steps of the KAM theorem, and would obtain
better values for the estimates than in the worst case. That is why in an explicit application, it
can be interesting to compute the first steps by hand before applying the KAM theorem.
Going back to the fundamental inequality (3.8), it holds at the step j + 1, in particular
Kn
j+1 exp(−Kj+1σj+1) ≤ 2νEj+1. Let us express now Ej+1 using ε+.

Kn
j+1 exp(−Kj+1σj+1) = 4n(Kn

j exp(−Kjσj)) exp(−Kjσj)

≤ 2ν ε−

γrjσνj
4n exp(−Kjσj)

≤ 2ν 4νε+

ηj

ηj
2νγrj+1σνj+1

4n exp(−Kjσj)

≤ 2νEj+122n+ν exp(−Kjσj).

Since Kj ∈ Aj , we have: Kn
j+1 exp(−Kj+1σj+1) ≤ 2νEj+1.

• It remains to verify that εj
hjrj

is decreasing:

εj+1
hj+1rj+1

=
γσνj+1Ej+1

hj+1

=
2νγσνjEj+1

hj

= 2νEj+1
Ej

εj
hjrj

≤ 2ν
√
C1Ej

εj
hjrj

≤ εj
hjrj

.

We checked all the inequalities that needed to be checked in order to iterate the KAM step
an indefinite time. The scheme is well defined, and we now need to compute the size of the
transformations.

Transformations involved and their estimates

The initial Hamiltonian was under the form H = N + P . At each KAM step, we defined two
transformations: Φj which modifies the action-angle coordinates, and ϕj which modifies the

frequencies. We let sj+1 = sj − 5σj , with s0 = s, r0 = r, η0 = η and ηj =
√

εj
γrjσνj

=
√
Ej .

Define F0 = Id, and for j > 0:

Fj+1 : Dj+1 ×Oj+1 → Dj ×Oj
(I, θ, ω) 7→ (Φj+1(I, θ, ω), ϕj+1(ω)),
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with

Dj = {I ∈ Cn : |I| < rj} × {θ ∈ Tn : |=(θ)| ≤ sj} ,

Oj =
{
ω ∈ Rn : |ω − Ωβ

γ | < hj
}
.

Call F j = F0 ◦ ... ◦ Fj−1. We then have:

F j : Dj ×Oj → D0 ×O0

Thereafter, we will prove the estimates on the transformation F j , and show its convergence
when j goes to infinity.

Preliminaries: The map F transforms a torus associated to a frequency vector belonging
to the set Γγ to a deformed torus where the motion has frequencies belonging to the set Ωβ

γ .
The action p0 on the first torus is entirely and uniquely determined by the frequency vector,
using the Legendre transform to relate p0 and ω. The uniqueness comes from the hypothesis of
non-degeneracy of the unperturbed Hamiltonian. In order to be precise, we define the following
mapping:

Ψ : Tn × Γγ → D × Tn.

First, define the map:

Ξ : B × Tn × Γγ → D × Tn

(I, θ, ω) 7→ (h−1
p (ω) + I, θ).

Assume Φ : {0} × Tn → B × Tn and ϕ : Ωβ
γ → Γγ exist as a limit of Φj and ϕj .

Then, one can define Ψ as follows:

Ψ : Tn × Γγ → D × Tn

(θ, ω) 7→ Ξ(Φ(0, θ), ϕ(ω))

The KAM theorem shows that, on T ? × Γγ , H ◦Ψ = N ′, where N ′ = limj→∞Nj .

Estimates on the transformations: In order to simplify the formulas, we introduce the
weight matrix Wj = diag(r−1

j Id, σ−1
j Id). Recall the size of the transformation obtained previ-

ously on the set Dj ×Oj :

‖Wj(Φj − Id)‖ ≤ 20C0εj
γrjσνj

,

∥∥∥Wj(Φ′j − Id)W−1
j

∥∥∥ ≤ 40C0εj
γrjσνj

,

‖ϕj − Id‖ ≤
10εj
rj

,∥∥∥ϕ′j − Id∥∥∥ ≤ 5εj
2hjrj

.

We can estimate the norm of the difference between to consecutive transformations F j .∥∥∥W0(Φj+1 − Φj)
∥∥∥ =

∥∥∥W0(Φj ◦ Φj − Φj)
∥∥∥

≤ 2n
∥∥∥W0(Φj)′W−1

j

∥∥∥ ‖Wj(Φj − Id)‖

≤ 2nξj ‖Wj(Φj − Id)‖

≤ ξj
40nC0εj
γrjσνj

,
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it is well-defined when j goes to infinity if the variable ξj = ‖W0DΦjW−1
j ‖ does not increase too

fast on Dj . Observe that the factor 2n comes from the estimates of the matrix product using
the supremum norm. In the same way, we compute:∥∥∥h−1

0 (ϕj+1 − ϕj)
∥∥∥ =

∥∥∥h−1
0 (ϕj ◦ ϕj − ϕj)

∥∥∥
≤ n

∥∥∥h−1
0 (ϕj)′h−1

j

∥∥∥ ‖hj(ϕj − Id)‖

≤ nµj ‖hj(ϕj − Id)‖

≤ µj
10nεj
hjrj

,

where again it is necessary to check the increase of µj =
∥∥∥h−1

0 (ϕj)′h−1
j

∥∥∥ on Oj .

On Dj × Oj , we have in fact (Φj) = (Φ0)′ · ... · (Φj−1)′, where the differentials are estimated
at different points, that are not important to make explicit as we have a bound on their whole
set of definition. With the decrease of the variables r and σ, we get

∥∥∥WjW
−1
j+1

∥∥∥ ≤ 1/2 (the sup
coming from the factor σj+1/σj). Hence,

ξj =
∥∥∥W0(Φj)′W−1

j

∥∥∥ =
∥∥∥W0(Φ0)′ · ... · (Φj−1)′W−1

j

∥∥∥
≤
∥∥∥W0(Φ0)′W−1

0

∥∥∥ 2n
∥∥∥W0W

−1
1

∥∥∥ 2n× ...× 2n
∥∥∥Wj−1(Φj−1)′W−1

j−1

∥∥∥ 2n
∥∥∥Wj−1W

−1
j

∥∥∥

≤ (2n)2j
(1

2

)j j∏
i=1

(
1 + 40C0εj

γrjσνj

)

≤ (2n2)j
j∏
i=1

(
1 + 40C0εj

γrjσνj

)
.

Indeed, we have a product of 2j matrices, and the presence of j matrices of the form WjW
−1
j+1,

hence the factor (2n2)j . Likewise, for µj :

µj ≤
(
n2

4ν

)j j∏
i=1

(
1 + 5εj

2hjrj

)

≤
j∏
i=1

(
1 + 5εj

2hjrj

)
.

This time we can get rid of the factor depending on n because of the factor 4ν between hj and
hj+1.
Since the variables εj decrease exponentially fast towards 0, and that the terms hj and rj do
not decrease as fast, the products in the formulas will converge when j tends to infinity. We can
bound them using the estimates we obtained in the KAM step.
First, recall that 40C0εj

γrjσνj
< 1, whence, using the logarithm for j ≥ 1:

log
(
(2n2)−jξj

)
≤

j∑
i=1

log
(

1 + 40C0εi
γriσνi

)

≤
j∑
i=1

40C0εi
γriσνi

≤
j∑
i=1

40C0Ei.
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Using the exponential decrease of Ej :

Ej ≤
√
C1E

3
2
j−1 ≤ ... ≤ C

1
2
∑j−1

i=0 ( 3
2)i

1 E
( 3

2)j
0

≤ (C1E0)(
3
2)j−1E0

≤ 4−ν(
3
2)j+νE0.

Finally:

(2n2)−jξj ≤ exp
( ∞∑
i=1

40C0E04ν−ν(
3
2)i
)

≤ exp
(

40C0E0

∞∑
i=1

4ν−ν(
3
2)i
)

≤ exp (10C0E0) = exp
(

10C0
ε0

γr0σν0

)
≡ ξ.

In the same way, we get for µj :

µj ≤ exp
(

5
2

∞∑
i=1

εi
rihi

)
= exp

(
5
2

∞∑
i=1

γEiσ
ν
i

hi

)

≤ exp
(

5
2

∞∑
i=1

γEiσ
ν
02νi

h0

)

≤ exp
(

5
2
γσν0
h0

∞∑
i=1

E02νi−2ν( 3
2)i+2ν

)

≤ exp
(

5 ε0
r0h0

)
≤ exp

(5
δ

)
≡ µ.

With this computation, we can continue towards our aim of estimating F j for all j ≥ 1.∥∥∥W0(Φj − Φ0)
∥∥∥ ≤ j−1∑

i=0

∥∥∥W0(Φi+1 − Φi)
∥∥∥

≤
j−1∑
i=0

ξi
40nC0εi
γriσνi

≤ 40nC0ξ
∞∑
i=0

(
(2n2)iEi

)
≤ 40nC0E0ξ

∞∑
i=0

(
(2n2)i4−ν(

3
2)i+ν

)
≤ 60nC0E0ξ = 6nξ log ξ

As well, for all j ≥ 1, ∥∥∥h−1
0 (ϕj − Id)

∥∥∥ ≤ j−1∑
i=0

∥∥∥h−1
0 (ϕi+1 − ϕi)

∥∥∥
≤

j−1∑
i=0

µi
10nεi
hiri

≤ 4nµ logµ.

Therefore, with these uniform bounds, we can let j go to infinity. The transformation F is
well-defined on T ? × Γγ .
The set Ωβ

γ , defined while constructing ϕj , depends on Γγ and on h0. More precisely, recall that
for all ω′ ∈ Ωβ

γ , there exists ω ∈ Γγ such that |ω − Ωβ
γ | < h0. Therefore, we can let β = h0 so

that the set Oh ⊂ Ω.
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First conclusion on the transformation: Before obtaining the Lipschitz norm of the trans-
formation, we are going to draw some conclusion on the transformation we built. First, we have
the relation H ◦ Ξ ◦ F j −N j = P j on the set Dj ×Oj for all j ≥ 1. With this equality, we can
describe the difference between the vector field associated to H and the one associated to N j .
Formally, by derivation on the action-angle coordinates, we have

t(H ◦ Ξ ◦ F j −N j)′ = t(Ξ ◦ Φj)′ · ∇H ◦ Ξ ◦ F j −∇N j .

For a fixed ω, the map Ξ is constant and linear in the actions and the angles, which simplifies
the computation. Therefore, using Cauchy’s inequality on the action coordinates, we can bound
the previous derivative.

∥∥∥t(Φj)′ · ∇H ◦ Ξ ◦ F j −∇N j
∥∥∥

0,sj−σj
≤ max

(
εj
rj
,
εj
σj

)
.

Using the weighted matrixWj which was useful to give the estimates on (Φj)′, and the symplectic
matrix J ,

J =
(

0 Id
−Id 0

)
,

Wj × J =
(

0 σ−1
j

−r−1
j 0

)
,

and finally multiplying on the left by the latter matrix our relation, we obtain:

‖Wj × J × t(Φj)′ · ∇H ◦ Ξ ◦ F j −Wj × J ×∇N j‖0,sj−σj ≤
εj
rjσj

The map Φj being symplectic, it satisfies J tΦ′ = (Φ′)−1J . Hence, multiplying the last inequality
by W0Φ′W−1

j , we get:∥∥∥W0
(
J∇H ◦ Ξ ◦ F j − Φ′J∇N j

)∥∥∥
0,sj−σj

≤ ‖W0Φ′W−1
j ‖0,sj−σj

εj
rjσj

≤ (2n2)jξ εj
rjσj

Looking at the vector field, this inequality becomes:

‖W0‖ × ‖XH ◦ Ξ ◦ F j − (Φj)′ ·XN‖0,sj−σj ≤ (2n2)jξ εj
rjσj

We can let j tend to infinity, and finally, on the set T? × Γγ , we get the equality of these two
vector fields, i.e., for some ω ∈ Γγ , with N = (e(ω) + 〈ω, I〉,

XH ◦Ψ = Φ′ ·XN (3.24)

Observe that we wrote Ψ instead of Φ, it expresses the fact that we consider the "origin" of the
action I at the point ϕ(ω).

Lipschitz norm of the transformation On the Cantor set Ωh0
γ ⊂ Ω, the formulas of the

derivatives of (ϕj − Id) converge. Indeed, the existence of a uniform constant for ξj/(2n2)j
and µj , and the exponentially fast convergence of the terms εj

rjhmj
for all m implies that the

norm of every derivative of the mapping F j (more precisely its difference to (Φ0, Id)) converges,
whatever the order of the derivative.
We will compute the Lipschitz norm of the transformation F to complete the proof of the
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theorem. First we will evaluate the derivative of the map ϕ − Id with respect to ω. Although
the map ϕ is defined on a Cantor set, it is possible to extend it in a Lipschitz way, and even in
a C1 map, using Whitney’s extension theorem (see article [70] or the statement of the theorem
B.16 in appendix B). We will not dwell further on these notions, and will just compute an
estimate on its norm.

‖(ϕj − Id)′‖hj
2
≤

j−1∑
i=0
‖(ϕi+1)′ − (ϕi)′‖hi

2

≤
j−1∑
i=0
‖(ϕi+1 − ϕi)′‖hi

2

≤
j−1∑
i=0

2‖ϕi+1 − ϕi‖hi
hi

≤ h0 × 20nµ
i−1∑
i=0

εi
rih2

i

As done before, we can compute this sum and we obtain

‖(ϕj)′ − In‖hj
2
≤ 20nh0µ

δh0

j−1∑
i=0

2
ν

(
3i+2−( 3

2)i
)

≤ 20nµ
δ

Sν .

This function Sν increases with the value of n (or ν), and therefore we cannot bound it uniformly
for all n. Letting j go to infinity, we obtain the Lipschitz norm:

‖ϕ− Id‖L ≤
20nµ
δ

Sν (3.25)

As for Φ− Φ0, computing the Lipschitz estimate exactly in the same way, we get:

‖W0(Φ− Φ0)‖L ≤ 4ν80 nC0
γσνδ

Tν

These computations end the proof of the explicit KAM theorem.

3.3.3 Estimates in the initial actions

After giving the estimates on the map F = (Φ, ϕ), we estimate the map Ψ = Ξ ◦ F . Indeed,
these estimates will shift the torus back to its original place around the action p0.
Consider the difference Ψ−Ψ0. We have:

(Ψ−Ψ0)(0, θ, ω) = (g′(ϕ(ω))− g′(ω) + (Φ1(0, θ, ϕ(ω))− Φ0,1(0, θ, ω)),
Φ2(0, θ, ϕ(ω))− Φ0,2(0, θ, ω)),

where Φ(I, θ) = (Φ1(I, θ),Φ2(I, θ)). Hence, the norm of Ψ−Ψ0 on the set T ? × Γγ satisfies:

‖W0(Ψ−Ψ0)‖ ≤ 1
r
‖g′ ◦ ϕ− g′‖+ ‖W0(Φ− Id)‖

≤ n sup
Γγ
‖g′′‖‖ϕ− Id‖

r
+ ‖W0(Φ− Id)‖

‖W0(Ψ−Ψ0)‖ ≤ sup
Γγ
‖g′′‖ × 4n2h0

r
µ logµ+ 6nξ log ξ (3.26)
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We can also compute an estimate of the Lipschitz norm of Ψ with respect to ω. We will only
compute one for the first coordinate of Ψ, and the Lipschitz norm will then hold for the second
coordinate given the shape of this map. The estimate on the Lipschitz norm of Φ − Φ0 being
known, we will be interested more precisely in the map Υ(ω) = g′(ϕ(ω))−g′(ω). Let ω, ω′ ∈ Γγ ,
we have:

∣∣Υ(ω)−Υ(ω′)
∣∣ =

∣∣∣∣∫ 1

0

[
g′′(ω + t(ϕ− Id)(ω)) · (ϕ− Id)(ω)

]
dt −∫ 1

0

[
g′′(ω′ + t(ϕ− Id)(ω′)) · (ϕ− Id)(ω′)

]
dt

∣∣∣∣ .
In order to compute the value of this term, we need to add some intermediate terms under the
integral. For simplicity, we use v = ϕ− Id, we have

g′′(ω + tv(ω)) · v(ω)− g′′(ω + tv(ω)) · v(ω) =
g′′(ω + tv(ω)) ·

[
v(ω)− v(ω′)

]
+
[
g′′(ω + tv(ω))− g′′(ω′ + tv(ω′))

]
· v(ω′).

The first term of this sum is bounded by

|g′′(ω + tv(ω)) ·
[
v(ω)− v(ω′)

]
| ≤ n sup

Γγ

∣∣g′′∣∣× |ϕ− Id|L × |ω − ω′|.
For the second term, we write:∣∣g′′(ω + tv(ω))− g′′(ω′ + tv(ω′))

∣∣
=
∣∣∣∣∫ 1

0
g(3)((1− s)(ω + tv(ω))− s(ω′ + tv(ω′))ds

∣∣∣∣ · ∣∣(ω + tv(ω))− (ω′ + tv)
∣∣

≤ n sup
Γγ

∣∣∣g(3)
∣∣∣× (|ω − ω′|+ t|v(ω)− v(ω′)|

)
≤ n sup

Γγ

∣∣∣g(3)
∣∣∣× (1 + t|ϕ− Id|L) |ω − ω′|.

Injecting these bounds in the previous inequality, we obtain

|Υ−Υ0|L ≤

n sup
Γγ

∣∣g′′∣∣× |ϕ− Id|L + n2 sup
Γγ

∣∣∣g(3)
∣∣∣× |ϕ− Id|L × (1 + |ϕ− Id|L2

)
. (3.27)

Finally,

|Ψ−Ψ0|L ≤ |Υ−Υ0|L + |Φ− Φ0|L. (3.28)



Chapter 4

Normal form of the secular
Hamiltonian

Following our work in the three previous chapter, we can now try to determine the expression of
the unperturbed Hamiltonian to which we want to apply the KAM theorem. The degeneracy of
the Kepler Hamiltonian requires to include some terms of the perturbation into the unperturbed
Hamiltonian, to allow the frequency map to be a diffeomorphism.
In this aim, the first step consists in considering the mean of the perturbation over the fast
angles. This idea dates back to Lagrange [16] and Laplace [17], when trying to understand the
slow motion of the ellipses in the solar system. The development in power of the eccentricities of
the perturbation depends only in terms of even powers; however it depends on the angle of the
periapses. Different computations of this series can be found in [58, 41, 44, 18, 13, 45]... Applying
a rotation on the Cartesian coordinates of Poincaré variables, one can remove the dependency
in g in the term of order two in eccentricities. Then, using the Birkhoff Normal Form theorem
of chapter 2, one can put the Hamiltonian under a normal form up to the order four in these
variables. Choosing to truncate this Hamiltonian at order 5 in eccentricities, the terms of higher
order can be considered as part of the perturbation for small enough eccentricities. The Kepler
Hamiltonian plus the part of the perturbation obtained by this scheme is now non-degenerate
on a specific domain (yet to be determined). A last averaging is then necessary to make the
perturbation even smaller. With this work, we are able to quantify the bound on the norm of
the final perturbation. Lastly, we determine the analyticity width for the frequencies, which is
essential to apply the KAM theorem we developed in chapter 3.

4.1 The secular part of the perturbation expressed in eccentric-
ities

In this section, the goal is to determine a Birkhoff’s normal form up to the order four in eccen-
tricities, so as to obtain a normal form for the unperturbed Hamiltonian of order 2 in the action
variables.

4.1.1 Expression in term of the true anomaly

In order to compute the normal form of the Hamiltonian, we need to integrate the perturbation
over the fast angles, which are the mean longitudes. Therefore, we will first try to exchange the
expression of our integral over the mean anomalies li for an integral over the true anomalies vi,
so as to make it easier to compute.
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Indeed, in terms of the true anomaly v, the distance to the star |Qi| has the following form:

|Qi| =
ai(1− e2

i )
1 + ei cos vi

= Λ2
i

GgravMiµ2
i

× 1− e2
i

1 + ei cos vi

The simplicity of this expression makes it relevant to try to integrate over the true anomalies.
However, we need to be careful with the change of variables during the integration.
Recall the relation between the true anomaly v and the eccentric anomaly u:

v = 2 arctan
(√

1 + e

1− e tan
(
u

2

))
,

u = 2 arctan
(√

1− e
1 + e

tan
(
v

2

))
.

Since we aim to a BNF up to the order four in eccentricities, we need to expand every formula
on these variables. The Taylor expansion to the fourth order of the preceding formulas are:

v = u+ e sin u+ e2

4 sin(2u) + e3

12 (3 sin u+ sin(3u)) + e4

32 (4 sin(2u) + sin(4u)) + o(e5)

u = v − e sin v + e2

4 sin(2v)− e3

12 (3 sin v + sin(3v)) + e4

32 (4 sin(2v) + sin(4v)) + o(e5)

We had chosen the Poincaré variables and hence the mean anomalies, in order to determine a
bound on the perturbation. Let us continue with this choice, and call the change of variables
between the true and the mean anomaly Φ:

Φ : T2 → T2

(v1, v2)→ (l1, l2)

Using the relation l = u− e sin u, we can give the expansion of the mean anomaly as a function
of the true one, again to the order 4 in eccentricity:

l = v − 2e sin v + 3e2

4 sin(2v)− e3

3 sin(3v) + e4

32 (4 sin(2v) + 5 sin(4v)) + o(e5)

We can now give the relation between the integral over the mean longitude and the true anomaly.
Using the function Φ, the fact that the function we want to integrate is 2π-periodic, and that
we have a diffeomorphism between the mean anomaly and the true anomaly (e < 1), we can
write: ∫

T2
f(λ1, λ2)dλ1dλ2 =

∫
T2
f(l1, l2)dl1dl2

=
∫

T2
f(Φ(v1, v2))

∣∣det Φ′(v1, v2)
∣∣ dv1dv2

The expression of the determinant of Φ can be computed directly, and its Taylor expansion to
the order 4 as well:

det Φ′(v1, v2) =

√
(1− e2

1)
√

(1− e2
2)(1 + e2

1)2(1 + e2
2)2

(1 + e1 cos v1)2(1 + e2 cos v2)2

=
∏
i=1,2

(
1− 2ei cos vi + 3e2

i

2 sin(2vi)− e3
i cos(3vi)+

e4
i

8 (2 sin(2vi) + 5 sin(4vi) + o(e5
i ))
)
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We can now write the expression of the secular part of the perturbation:

1
4π2

∫
T2
Hpert(Λ1,Λ2, λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

Ggravµ1m2

∫
T2

∑
n≥2

σnPn(cosS)
(

Λ2
1

GgravM1µ2
1

1− e2
1

1 + e1 cos v1

)n
×

(
Λ2

2
GgravM2µ2

2

1− e2
2

1 + e2 cos v2

)−(n+1)
 |det Φ′(v1, v2)|dv1dv2

Rearranging the terms, we obtain the formula we will be working with:

1
4π2

∫
T2
Hpert(Λ1,Λ2, λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

G2
grav

∑
n≥2

σn
(1− e2

1)n+1/2

(1− e2
2)(n+1/2) (1 + e2

1)2(1 + e2
2)2 Λ2n

1

Λ2(n+1)
2

(m0 +m1)3n+1

(m0 +m1 +m2)n+1
m2n+3

2
(m0m1)2n−1

× 1
4π2

∫
T2
Pn(cos(v2 − v1 + g2 − g1))(1 + e2 cos v2)n−1

(1 + e1 cos v1)n+2dv1dv2 + o(e5) (4.1)

Depending on the context, it can be easier to work with or without the Taylor expansion in
eccentricity.

In the case of a small ratio of the semi-major axes, it can be enough to work with the first
terms of the development of the perturbation in powers of the semi-major axes. In this case,
it is simpler to integrate over other angles, namely (u1, v2), so as to work with trigonometric
polynomials of the angles only, and not with algebraic fractions. For n ≤ 5, the computation
(consult Appendix A of [43]) gives:

1
4π2

∫
T2
Hpert(Λ1,Λ2, λ1, λ2, e1, e2, g1, g2)dλ1dλ2 = G2

grav

∑
n≥2

An

The formulas for n ≤ 5 are the following:

A2 = Λ4
1

Λ6
2

(m0 +m1)7

(m0 +m1 +m2)3
m7

2
(m0m1)3

2 + 3e2
1

8(1− e2
2)3/2

A3 = −Λ6
1

Λ8
2

(m0 +m1)9

(m0 +m1 +m2)4
m9

2
(m0m1)5 (m0 −m1)15

64
e1e2(4 + 3e2

1)
(1− e2

2)5/2 cos g

A4 = Λ8
1

Λ10
2

(m0 +m1)10

(m0 +m1 +m2)5
m11

2
(m0m1)7 (m3

0 +m3
1)

× 9
1024

(8 + 40e2
1 + 15e4

1)(2 + 3e2
2) + 70e2

1e
2
2(2 + e2

1) cos(2g)
(1− e2)7/2

A5 = −Λ10
1

Λ12
2

(m0 +m1)13

(m0 +m1 +m2)6
m13

2
(m0m1)9 (m0 −m1)(m2

0 +m2
1)× 105

4096e1e2 cos g

×8(8 + 20e2
1 + 5e4

1) + (48 + 64e2
1 + 9e4

1)e2
2 + 14e12e2

2(8 + 3e2
1) cos(2g)

(1− e2
2)9/2

It is a known fact that for the even power of semi-major axis (and therefore An for even n),
only squares of the eccentricities will appear. In case n is odd, we can see that mixed terms
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appears multiplied by the cosine of the difference between the angles of the perihelion for each
bodies, i.e. terms in ek1el2 cos(g), where g = g2− g1. Since we want an unperturbed Hamiltonian
depending only on the action variables, it will be necessary to make a first change of variables to
remove this angle in the frequencies (which appears already for n = 3), and then to use a BNF
theorem to remove all the dependency in the angle of the unperturbed Hamiltonian we want to
consider.

4.1.2 Development in eccentricities

In case we need more terms than just the first five in the development in semi major axis, we
can expand the formula (4.1) in terms of eccentricity using the Taylor expansion of Φ written
above. The part of the development we are interested in is:

1
4π2

∫
T2
Hpert(Λ1,Λ2, λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

G2
grav

∑
n≥2

σn
Λ2n

1

Λ2(n+1)
2

(m0 +m1)3n+1

(m0 +m1 +m2)n+1
m2n+3

2
(m0m1)2n−1

×
(
b0,0,n + b2,0,ne

2
1 + b0,2,ne

2
2 + b1,1,ne1e2 cos g +

b4,0,ne
4
1 + b0,4,ne

4
2 + b2,2,0,ne

2
1e

2
2 + b2,2,2,ne

2
1e

2
2 cos2 g+

b3,1,ne
3
1e2 cos g + b1,3,ne1e

3
2 cos g + o((e1, e2)6)

)
To simplify the notation, let us write:

Mn = G2
gravσn

(m0 +m1)3n+1

(m0 +m1 +m2)n+1
m2n+3

2
(m0m1)2n−1

ci,j =
∑
n≥2
Mn

Λ2n
1

Λ2(n+1)
2

× bi,j,n

We then obtain:

1
4π2

∫
T2
Hpert(Λ1,Λ2,λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

c0,0 + c2,0e
2
1 + c0,2e

2
2 + c1,1e1e2 cos g+

c4,0e
4
1 + c0,4e

4
2 + c2,2,0e

2
1e

2
2 + c2,2,2e

2
1e

2
2 cos2 g+

c3,1e
3
1e2 cos g + c1,3e1e

3
2 cos g + o((e1, e2)6).

Using the expansion we gave before, we can give the exact expression of the bi,j,n. Each one
corresponds to a specific term in the expansion in eccentricity of the secular Hamiltonian. The
expressions before the integration of each one of those terms for n ≥ 2 are gathered in appendix
A.1.1. Each of this expression is a trigonometric polynomials depending on the angles (v1, v2, g).
These terms can be computed in the following way: using each times changes of variables to
remove the dependency in g in the Legendre polynomials, and then recurrence relations, we can

put these terms under the form ti,j,n×
∫ 2π

0
Pn(cosx)dx, where ti,j,n is a known constant. There

only remains to find the value of the latter integral, which is:

∫ 2π

0
Pn(cosx)dx =


0 if n is odd
2π
22n

(
n
n
2

)2

if n is even
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The new formulas after integration are given by formulas in appendix A.1.2, and now the coeffi-
cients ci,j are completely known. Their formula is given by a power series of explicit coefficients
bi,j in product with a variable Mn which depends on the masses and the Λi. These series are
hyper-geometric functions, and one could express their expression with special notations relative
to these functions.

4.2 Expression in symplectic coordinates
In this section, we will switch from our previous variables that are not symplectic to Poincaré co-
ordinates. Then, since KAM theorem can be applied to a Hamiltonian in action-angle variables,
we will need again to perform a change of variables.

4.2.1 From eccentricities to Poincaré Cartesian coordinates

Recall the formulas for the Poincaré coordinates ξ and η, in term of the eccentricity, the Λi, and
the angle of the perihelion :

ξi =
√

2Λi
(

1−
√

1− e2
i

)
cos(−gi),

ηi =
√

2Λi
(

1−
√

1− e2
i

)
sin(−gi).

The expression of the eccentricity as a function of these two variables is therefore:

e2
i = ξ2

i + η2
i

Λi

(
1− ξ2

i + η2
i

4Λi

)
= 2 Γi

Λi
−
(Γi

Λi

)2
,

where Γi = ξ2
i+η2

i
2 . Thus:

ei =
√

2 Γi
Λi

(
1− Γi

4Λi
+ o(Γi)

)
,

e1e2 = 2
√

Γ1Γ2
Λ1Λ2

− Γ
3
2
1 Γ

1
2
2

2Λ
3
2
1 Λ

1
2
2

− Γ
1
2
1 Γ

3
2
2

2Λ
1
2
1 Λ

3
2
2

+ o(Γ2).

where Γ = (Γ1,Γ2). We will not need terms of order more than 2 in Γ to obtain a suitable normal
form in order to apply KAM theorem, and therefore we will not express any terms beyond this
order here.
We did not yet express the term cos g present in the Hamiltonian. Let us write:

Γ0 = ξ1ξ2 + η1η2
2 and cos g = Γ0√

Γ1Γ2
.

Hence:

e1e2 cos g = 2 Γ0√
Λ1Λ2

− Γ0Γ1

2Λ
3
2
1 Λ

1
2
2

− Γ0Γ2

2Λ
1
2
1 Λ

3
2
2

+ o(Γ2),

where Γ = (Γ1,Γ2,Γ0).The Hamiltonian can then be rewritten:
1

4π2

∫
T2
Hpert(Λ1,Λ2,λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

d0,0,0+d1,0,0Γ1 + d0,1,0Γ2 + d0,0,1Γ0+
d2,0,0Γ2

1 + d0,2,0Γ2
2 + d0,0,2Γ2

0+
d1,1,0Γ1Γ2 + d1,0,1Γ1Γ0 + d0,1,1Γ2Γ0 + o((Γ)2),
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with explicit coefficient di,j,k, depending on the ci,j . Their expression is given in appendix A.2.1,
as well as their expansion up to the second order in

(
Λ1
Λ2

)
in appendix A.2.2.

The latter formulas make obvious the dependency of the different terms with respect to powers
of Λ1/Λ2. In case the ratio of the semi-major axes is small, we can see that the main term of
each of these formulas will be a lot larger than the remainder. As well the smaller is this ratio,
the smaller will be the terms involving Γ0, and therefore the difference between the angle of the
perihelia will have less impact on the motion.

4.2.2 First normal form of the secular Hamiltonian

As we would like to keep our coordinates Γ1 and Γ2 as action coordinates in our problem, it is
mandatory to remove the dependency in the angle g of the secular Hamiltonian. The first step
in this aim is to obtain the first normal form of the secular Hamiltonian. This step corresponds
to carrying out a rotation among the two sets of coordinates (ξ1, ξ2) and (η1, η2) (rotation of
the same angle to have a symplectic transformation), in order to remove the linear term in Γ0,
and hence to put the Hamiltonian into a normal form of order 1 (in Γ). When performing this
transformation, we will need to be careful on the complex domains we are considering, and of a
possible loss of analyticity. Since we did not yet speak about the domains of analyticity, we will
keep this discussion for the next section.
Define the part of the Hamiltonian that interests us:

H2,P (ξ, η) = d0,0,0+d1,0,0Γ1 + d0,1,0Γ2 + d0,0,1Γ0

Let us use the same lemma as Arnold [4]:

Lemma 4.1. Let Rϕ be the rotation of angle −ϕ on the couple of coordinates (ξ1, ξ2) and
(η1, η2), i.e.: {

ξ1 = ξ′1 cosϕ+ ξ′2 sinϕ
ξ2 = −ξ′1 sinϕ+ ξ′2 cosϕ{
η1 = η′1 cosϕ+ η′2 sinϕ
η2 = −η′1 sinϕ+ η′2 cosϕ

This transformation is symplectic, and if ϕ satisfies the equation:

(d1,0,0 − d0,1,0) sin 2ϕ+ d0,0,1 cos 2ϕ = 0, (4.2)

then one can write H2,D(ξ′, η′) := H2,P ◦Rϕ(ξ′, η′) = d′0,0,0 + d′1,0,0Γ′1 + d0,1,0Γ′2, with:

Γ′i = ξ′2i + η′2i
2

d′1,0,0 = d1,0,0 + d0,1,0
2 + d1,0,0 − d0,1,0

2 cos(2ϕ)− d0,0,1
2 sin(2ϕ)

d′0,1,0 = d1,0,0 + d0,1,0
2 − d1,0,0 − d0,1,0

2 cos(2ϕ) + d0,0,1
2 sin(2ϕ)

Proof. Calling Γ′0 = ξ′1ξ
′
2 + η′1η

′
2

2 , we can compute the values Γ′i for i = 1, 2, 0 in the new variables
ξ′i and η′i:

Γ1 = Γ′1 cos2 ϕ+ Γ′2 sin2 ϕ+ Γ′0 sin 2ϕ
Γ2 = Γ′1 sin2 ϕ+ Γ′2 cos2 ϕ− Γ′0 sin 2ϕ

Γ0 = −Γ′1
2 sin 2ϕ+ Γ′2

2 sin 2ϕ+ Γ′0 cos 2ϕ
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The new Hamiltonian has the form:

H2,D(ξ′, η′) = d′1,0,0Γ′1 + d0,1,0Γ′2 + d′0,0,1Γ′0

The coefficient d′0,0,1 is then equal to (d1,0,0 − d0,1,0) sin 2ϕ+ d0,0,1 cos 2ϕ. Choosing ϕ such that
equation (4.2) is verified implies d′0,0,1 = 0. The other coefficients are direct to compute.

Let us now come back to our case. We have d1,0,0 − d0,1,0 = d1,0,0(1 − Λ1/Λ2). Under the
assumption Λ1 < Λ2, this difference is strictly positive. We can see as well that d0,0,1 is strictly
negative (recall that b1,1,2p+1 is always negative). We are now interested in the expression of the
secular Hamiltonian that we expanded to the order 2 in Γ′, and more precisely in the coefficients
d′i,j,k with i+ j + k = 2, the new coefficients after putting the Hamiltonian under normal form
of order 1.
To this end, define:

1
4π2

∫
T2
Hpert(Λ1,Λ2,λ1, λ2, e1, e2, g1, g2)dλ1dλ2 = HΛ

4,P (ξ, η) + o((Γ)2).

We have the following lemma:

Lemma 4.2. Under the assumption Λ1 < Λ2, call

υ = −d0,1,0 − d1,0,0
d0,0,1

+

√√√√1 +
(
d0,1,0 − d1,0,0

d0,0,1

)2

(4.3)

we have:

HΛ
4,D(ξ′, η′) : = HΛ

4,P ◦Rϕ(ξ′, η′)
= d′0,0,0 + d′1,0,0Γ′1 + d′0,1,0Γ′2

+ d′2,0,0Γ′21 + d′0,2,0Γ′22 + d′0,0,2Γ′20 (4.4)
+ d′1,1,0Γ′1Γ′2 + d′1,0,1Γ′1Γ′0 + d′0,1,1Γ′2Γ′0.
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with, for 0 ≤ i+ j + k ≤ 2:

d′0,0,0 = d0,0,0,

d′1,0,0 = 1
(1 + υ2)

(
d1,0,0 + υ2d0,1,0 − υd0,0,1

)
,

d′0,1,0 = 1
(1 + υ2)

(
υ2d1,0,0 + d0,1,0 + υd0,0,1

)
,

d′2,0,0 = 1
(1 + υ2)2

(
d2,0,0 + υ4d0,2,0 + υ2d0,0,2 + υ2d1,1,0 − υd1,0,1 − υ3d0,1,1

)
,

d′0,2,0 = 1
(1 + υ2)2

(
υ4d2,0,0 + d0,2,0 + υ2d0,0,2 + υ2d1,1,0 + υ3d1,0,1 + υd0,1,1

)
,

d′0,0,2 = 1
(1 + υ2)2

(
4υ2d2,0,0 + 4υ2d0,2,0 + (1− υ2)2d0,0,2

−4υ2d1,1,0 + 2υ(1− υ2)d1,0,1 − 2υ(1− υ2)d0,1,1
)
,

d′1,1,0 = 1
(1 + υ2)2

(
2υ2d2,0,0 + 2υ2d0,2,0 − 2υ2d0,0,2

+(1 + υ4)d1,1,0 + υ(1− υ2)d1,0,1 − υ(1− υ2)d0,1,1
)
,

d′1,0,1 = 1
(1 + υ2)2

(
4υd2,0,0 − 4υ3d0,2,0 − 2υ(1− υ2)d0,0,2

− 2υ(1− υ2)d1,1,0 + (1− 3υ2)d1,0,1 + (3υ2 − υ4)d0,1,1
)
,

d′0,1,1 = 1
(1 + υ2)2

(
4υ3d2,0,0 − 4υd0,2,0 + 2υ(1− υ2)d0,0,2

+2υ(1− υ2)d1,1,0 + (3υ2 − υ4)d1,0,1 + (1− 3υ2)d0,1,1
)
.

Proof. Calling
−d0,0,1

d1,0,0 − d0,1,0
:= 1

η
,

we can write tan(2ϕ) = 1/η. It implies tan(2ϕ) > 0. Hence, we can choose 2ϕ in
[
0, π2

[
. Besides

we have the formula:

tan 2ϕ = 2 tanϕ
1− tan2 ϕ

= 1
η

Solving this second degree equation in tanϕ, we find the admissible values tanϕ = −η±
√

1 + η2.
Since we determined that tan(2ϕ) is positive, we keep the positive solution

tanϕ = −η +
√

1 + η2 = −d1,0,0 − d0,1,0
−d0,0,1

+

√√√√1 +
(
d1,0,0 − d0,1,0
−d0,0,1

)2

= υ

Therefore:

cosϕ = 1√
1 + υ2

, sinϕ = υ√
1 + υ2

,

cos 2ϕ = 1− υ2

1 + υ2 , sin 2ϕ = 2υ
1 + υ2 .
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With the previous work, we can find define the Γi with υ and the Γ′i :

Γ1 = + 1
1 + υ2 Γ′1 + υ2

1 + υ2 Γ′2 + 2υ
1 + υ2 Γ′0

Γ2 = + υ2

1 + υ2 Γ′1 + 1
1 + υ2 Γ′2 −

2υ
1 + υ2 Γ′0

Γ0 = − 2υ
1 + υ2

Γ′1
2 + 2υ

1 + υ2
Γ′2
2 + 1− υ2

1 + υ2 Γ′0

Injecting these formulas in the Hamiltonian HΛ
4,P one obtains the result of the lemma.

After removing the dependency in the angles of the linear part of the secular Hamiltonian,
we still have to perform the BNF. However, we will need to talk about analyticity widths to do
so. Since we did not expressed the initial sets yet, and we did not consider the loss of analyticity
width while rotating our variables, it is therefore essential to deal with these right now.

4.2.3 Domain of analyticity in terms of the new actions

In this section, we fix the initial set of the different systems of coordinates necessary in the study
of the secular Hamiltonian, and to apply KAM theorem.
The KAM theorem applies to a Hamiltonian expressed in action-anlgles coordinates, which is
the perturbation of a Hamiltonian depending only on the actions. We started with the elliptic
coordinates, and changed to Poincaré coordinates which are symplectic. The latter are composed
of 2 actions, 2 angles, and 4 Cartesian coordinates. After, we expressed our secular part of the
perturbation as a function of two actions, Γ1 and Γ2. These 2 actions will be the ones we will
be working with, together with their associate angles.
First, we deal with the change from polar coordinates to Cartesian coordinates. Secondly, we
consider the complex action-angle coordinates and study the transformation of the domains
of analyticity under this change of coordinates. Finally, we do the same work for the step
herein-before.

From real polar coordinates to real Cartesian coordinates

First, if we recall our bound on the norm of the perturbation: it gives us a domain for the two
Cartesian Poincaré coordinates. This domain is therefore the shape of our target set. The change
of coordinates, from polar coordinates (I3, I4, θ3, θ4) to the Poincaré variables (ξ1, ξ2, η1η2), is
the following: for i = 1, 2, {

ξi =
√

2Ii+2 cos θi+2
ηi =

√
2Ii+2 sin θi+2

In the coordinates (ξ1, ξ2, η1, η2), the target set is of the form ξi + ıηi ∈ B(0, ρ), for ρ > 0, and
for i = 1, 2.
Secondly, this change of variables needs to be a diffeomorphism. It is therefore compulsory to
avoid the singularity in 0 of this operation. Our domain of origin will be chosen to be an annulus
centered in 0, and of size (m,M), more precisely:

Dpol =
{

(I3, I4, θ3, θ4) ∈ R2 × T2, 0 < m < I3, I4 < M
}

Let us now come back to our transformation, and see how this annulus is transformed under
the polar to Cartesian coordinates. Call:

ψ1 : Dpol → R4

(I3, I4, θ3, θ4) 7→ (ξ1, η1, ξ2, η2)
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We deduce from these two remarks that ψ1(Dpol) ⊂ B2(0,
√

2M) × B2(0,
√

2M), where we
grouped the coordinates (ξi, ηi) and B2 is the ball for the euclidean norm.

From polar to Cartesian coordinates in complex variables

We wish now to consider the action-angle variables after our step of analytic continuation.
Again, the target set will be fixed, and we want to find a specified domain for our coordinates
such that after the change of variables to Cartesian coordinates and the rotation, we belong to
the target set.
The set we will consider for the action-angle coordinates is the following polydisc, for s > 0, and
0 < r < m:

D̃pol,r,s =
{

(Ĩ3, Ĩ4, θ̃3, θ̃4) ∈ C2 × T2
C, ∃ l ∈ R, (I3, I4, θ3, θ4) ∈ Dpol :

Ĩi ∈ B(Ii, r), θ̃i − θi = ıl, |l| < s
}

After doing our changes, we want the Cartesian coordinates to be of the form:{
ξ̃′i = µ0 cos θi + µ1 exp(ıαi)
η̃′i = µ0 sin θi + µ2 exp(ıβi)

with 0 ≤ µ0 < ρ, 0 ≤ µi < ρ′, αi, βi ∈ T, for i = 1, 2.
Let us first consider the image of D̃pol,r,s by the function ψ̃1, the analytic continuation of the
function ψ1. The target set we want to consider is of the form:

D̃cart,ρ,ρ′ =
{

(ξ1, η1, ξ2, η2) ∈ C4, ∃ (ξ1,0, η1,0, ξ2,0, η2,0) ∈ R4 s.t.

ξi,0 + ıηi,0 ∈ B(0, ρ), |ξi − ξi,0|, |ηi − ηi,0| < ρ′
}

(4.5)

We have the following lemma:

Lemma 4.3. ψ̃1(D̃pol,r,s) ⊂ D̃cart,ρ,ρ′, with
ρ =
√

2M

ρ′ = max
(

r

2
√

2m
cosh s+

√
2m(cosh s− 1), r

2
√

2M
cosh s+

√
2M(cosh s− 1)

) (4.6)

Proof. In the real case, we determined in the previous section that we could choose ρ = 2
√
M .

We now have to determine ρ′. Let (Ĩ3, Ĩ4, θ̃3, θ̃4) ∈ D̃pol,r,s, there exists 0 ≤ l1, l2 < s, 0 ≤
α3, α4 < r, (I3, I4, θ3, θ4) ∈ Dpol such that Ĩi = Ii + αi exp(ıσi), and θ̃i = θi + ıli. For i = 3, 4:

|ξ̃i−2 − ξi−2| =
∣∣∣∣√2Ii + αi exp(ıσi) cos(θi + ıli)−

√
2Ii cos(θi)

∣∣∣∣
≤
∣∣∣∣√2Ii + αi exp(ıσi) cos(θi + ıli)−

√
2Ii cos(θi + ıli)

∣∣∣∣
+
∣∣∣√2Ii cos(θi + ıli)−

√
2Ii cos(θi)

∣∣∣
≤
√

2Ii cosh li
∣∣∣∣αi exp(ıσi)

4Ii

∣∣∣∣+√
2Ii(cosh li − 1)

<
r

2
√

2Ii
cosh s+

√
2Ii(cosh s− 1)

The variation with Ii of the right-hand side is negative for Ii sufficiently small, and then becomes
positive. Since we are interested in an upper-bound of |ξ̃i−2 − ξi−2|, we fix the upper bound as
the maximum of the values of the right member for Ii = m and Ii = M , thus the choice for ρ′.
The result is the same for |η̃i−2 − ηi−2|, since converting the cosine to a sine does not affect the
calculation.
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First normal form in real coordinates

We would like to perform the rotation of the coordinates (ξ1, η1, ξ2, η2), as done in the previous
section. Let ϕ ∈ [0, 2π]: {

ξ1 = +ξ′1 cosϕ+ ξ′2 sinϕ
ξ2 = −ξ′1 sinϕ+ ξ′2 cosϕ{
η1 = +η′1 cosϕ+ η′2 sinϕ
η2 = −η′1 sinϕ+ η′2 cosϕ

Let us call ψ2 : R4 → R4 this application. Our aim is to find a condition on an initial set of the
form B2(0, ρ1)×B2(0, ρ1) such that its image by ψ2 is contained into a set B2(0, ρ)×B2(0, ρ).

Lemma 4.4. Let ρ1 > 0 and ρ =
√

2ρ1. We have:

ψ2(B2(0, ρ1)×B2(0, ρ1)) ⊂ B2(0, ρ)×B2(0, ρ).

Proof. Indeed:

|ξ′1 + ıη′1|2 = |ξ1 cosϕ− ξ2 sinϕ+ ı(η1 cosϕ− η2 sinϕ)|2

=
∣∣∣(ξ2

1 + η2
1) cos2 ϕ+ (ξ2

2 + η2
2) sin2 ϕ− 2(ξ1ξ2 + η1η2) cosϕ sinϕ

∣∣∣
≤
∣∣∣ρ2

1 cos2 ϕ+ ρ2
1 sin2 ϕ+ 2ρ2

1 cosϕ sinϕ
∣∣∣

≤ |ρ1 cosϕ+ ρ1sinϕ|2

< ρ2
1 |cosϕ+ sinϕ|2 < 2ρ2

1

The rotation we made was not a classical rotation on the conjugated variables, that is why
there is a loss of information while performing it. It concerns only the two couples of coordinates
(ξ1, ξ2) and (η1, η2). However, it could be possible to obtain a better estimate if we were to know
precisely the value of ϕ. As an example, for ϕ = 0, the rotation has no effect and our estimation
would not be optimal. A loss of a factor

√
2 will not worry us here, and will be sufficient in our

case.

First normal form in complex variables

We now have to perform the rotation in order to obtain the new coordinates (ξ′1, η′1, ξ′2, η′2), and
to find a value of ρ′ depending on the value of some ρ′1 defining the initial set. Define ψ̃2 the
analytic continuation of ψ2. We have the following lemma:

Lemma 4.5. Let ρ1, ρ
′
1 > 0, and ρ =

√
2ρ1, ρ′ =

√
2ρ′1. Then:

ψ̃2(D̃cart,ρ1,ρ′1
) ⊂ D̃cart,ρ,ρ′

Proof. The value of ρ follows from the previous lemma in real coordinates. Now consider
(ξ1, η1, ξ2, η2) of the following form:{

ξi = ξi,0 + βi exp(ıθi)
ηi = ηi,0 + γi exp(ıσi)

with ξi,0 + ıηi,0 ∈ B(0, ρ1), and 0 ≤ βi, γi < ρ′0. We have, for ϕ ∈ [0, 2π]:

ξ′1 = ξ1,0 cosϕ+ ξ2,0 sinϕ+ β1 exp(ıθ1) cosϕ− β2 exp(ıθ2) sinϕ
= ξ′1,0 + β1 exp(ıθ1) cosϕ− β2 exp(ıθ2) sinϕ,
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where ξ′1,0 ∈ B(0, ρ). Hence:

|ξ′1 − ξ′1,0| < ρ′1(| cosϕ|+ | sinϕ|)
<
√

2ρ′1.

The upper bound holds for ξ2, η1, η2, and we fix ρ′ =
√

2ρ′1, thus the lemma.

The remark at the end of the previous section still holds here. Depending on the value of ϕ
it is possible to be optimal, but we will not try to further improve this constant.

4.3 Secular Hamiltonian in Birkhoff’s normal form
In the previous section, we removed the dependency in the angles of the secular Hamiltonian
up to the order 2 in eccentricities (or up to the order 1 in Γ′i). Moreover, in order to apply the
KAM theorem, it is necessary removing this dependency up to the order 4. This will be done
by putting the Hamiltonian in a BNF at the required order.
Here, we perform one step of the transformation described in chapter 2 to eliminate the terms in
ΓiΓj depending on the angles with the help of a symplectomorphism. For the terms of order more
than 4 in eccentricities, we show later on that one can consider them as part of the perturbation,
and therefore we do not try to put our Hamiltonian under BNF at a higher order.

4.3.1 Isolation of the removable terms

To start our reflection, we need to go back to the formalism of Birkhoff’s normal form. Recall
the definition of the variables (x1, x2, x3, x4) ∈ C4, we have for i = 1, 2:

xi = 1√
2

(ξ′i + ıη′i)

xi+2 = 1√
2

(η′i + ıξ′i)

Expressing the variables (ξ′i, η′i) in terms of the xj gives:
ξ′i = 1√

2
(xi − ıxi+2)

η′i = 1√
2

(xi+2 − ıxi)

We deduce the following formulas for Γ′0,Γ′1,Γ′2, and for their products:

Γ′1 = −ıx1x3, Γ′21 = −x2
1x

2
3

Γ′2 = −ıx2x4, Γ′22 = −x2
2x

2
4

Γ′0 = −ı(x3x2 + x1x4), Γ′20 = −x2
2x

2
3 − x2

1x
2
4 − 2x1x2x3x4

Γ′0Γ′1 = −x1x2x
2
3 − x2

1x3x4, Γ′0Γ′2 = −x2
2x3x4 − x1x2x

2
4

Γ′1Γ′2 = −x1x2x3x4

Note that we can write Γ′20 = −x2
2x

2
3 − x2

1x
2
4 + 2Γ′1Γ′2. The secular Hamiltonian up to the order

in eccentricities can then be written as follows:

HΛ
4,D(ξ′, η′) = d′0,0,0 − ıd′1,0,0x1x3 − ıd′0,1,0x2x4

− d′2,0,0x2
1x

2
3 + d′0,2,0x

2
2x

2
4 − (d′1,1,0 + 2d′0,0,2)x1x2x3x4

− d′0,0,2x2
2x

2
3 − d′0,0,2x2

1x
2
4 − d′1,0,1x1x2x

2
3 − d′1,0,1x2

1x3x4

− d′0,1,1x2
2x3x4 − d′0,1,1x1x2x

2
4 + o(x5), (4.7)
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where the first line corresponds to the linear terms, the second to the terms that are not remov-
able with the Birkhoff’s normal form, and the third and fourth line are the terms we are able to
remove with our transformation.
Indeed, recall that the set of powers for x = (x1, x2, x3, x4) that are removable with our trans-
formation is the following:

B4,4 =
{

(i1, i2, i3, i4) ∈ N4, i1 + i2 + i3 + i4 = 4, (i1, i2) 6= (i3, i4)
}

The last notation that we will need was 〈〈(α1, α2), (i1, i2, i3, i4)〉〉 = α1(i3 − i1) + α2(i4 − i2).
Calling the different parts of our Hamiltonian in the following way:

H2(x) = −ıd′1,0,0x1x3 − ıd′0,1,0x2x4,

H⊥(x) = d′2,0,0x
2
1x

2
3 + d′0,2,0x

2
2x

2
4 − (d′1,1,0 + 2d′0,0,2)x1x2x3x4,

H‖(x) = −d′0,0,2x2
2x

2
3 − d′0,0,2x2

1x
2
4 − d′1,0,1x1x2x

2
3 − d′1,0,1x2

1x3x4
−d′0,1,1x2

2x3x4 − d′0,1,1x1x2x
2
4,

(4.8)

the secular Hamiltonian is given by

HΛ
4,D(ξ′, η′) = d′0,0,0 +H2(x) +H⊥(x) +H‖(x) + o(x5). (4.9)

We can now apply the corollary 2.7 since we know the expression of the Hamiltonian we are
working on.
Let us call d1 = (d′1,0,0, d′0,1,0), we need to consider the supremum of the different values
|d′j,k,l/〈〈d1, i〉〉| for i in the set B4,4.

i ∈ B4,4 〈〈d1, i〉〉 Coefficient to remove
(0, 2, 2, 0) 2(d′1,0,0 − d′0,1,0) d′0,0,2
(2, 0, 0, 2) −2(d′1,0,0 − d′0,1,0) d′0,0,2
(1, 1, 2, 0) (d′1,0,0 − d′0,1,0) d′1,0,1
(2, 0, 1, 1) − (d′1,0,0 − d′0,1,0) d′1,0,1
(0, 2, 1, 1) (d′1,0,0 − d′0,1,0) d′0,1,1
(1, 1, 0, 2) − (d′1,0,0 − d′0,1,0) d′0,1,1

As we can see in the previous table, there will be only three coefficients to take into account.
Let us call α the maximum of these coefficients, i.e.:

α = max
(

1
2

∣∣∣∣∣ d′0,0,2
d′1,0,0 − d′0,1,0

∣∣∣∣∣ ,
∣∣∣∣∣ d′1,0,1
d′1,0,0 − d′0,1,0

∣∣∣∣∣ ,
∣∣∣∣∣ d′0,1,1
d′1,0,0 − d′0,1,0

∣∣∣∣∣
)
. (4.10)

The last element we need is the domain on which the x are defined. In this section, to apply the
theorem we developed before, we assume that the variables are real. Therefore, it is sufficient to
consider that the initial analyticity width of our domain is zero. In the present case, for i = 1, 2,
we have xi = (ξ′i+ ıη′i)/

√
2, and xi+2 = (η′i+ ıξ′i)/

√
2. The supremum norm of x is then bounded

by ρ.
On the set DΛ0,0,ρ,0,0, we already calculated an upper bound of the secular Hamiltonian. Let us
call ‖HΛ

4,D‖DΛ0,0,ρ,0,0
< ε this bound.

Knowing that our operation needs to remove only 6 terms, we define

rf = ρ− 24ρ3α.

Then there exists an analytic transformation τ : B(0, rf ) → B(0, ρ), and such that HΛ
4,D ◦ τ

is under normal form to the order 4, and ‖HΛ
4,D ◦ τ‖DΛ0,0,rf ,0,0

< ε. To make the computation
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clearer, we did not consider here the change of variables from the Cartesian coordinates to the
xi, we will take care of this transformation in the next section.
To simplify the calculations, we can make one more assumption:

ρ ≤ 1√
48α

.

In this case, we can take rf = ρ
2 , we will have lost half of the size of our initial set after the

operation.

4.3.2 Birkhoff’s normal form in complex coordinates

In the previous part, we applied the BNF theorem to real variables, and assumed the coefficients
of the perturbation were real. In our case, we would like to consider this operation on a set of
complex coordinates, and to determine the loss of analyticity width while doing the transforma-
tion above.
First, notice that the theorem on BNF can be applied in the complex case, since the trans-
formation we applied is real analytic. Therefore, we can take the analytic continuation of this
operation, that we will call τ̃ . Moreover, the constant we found in the theorem will be left
unchanged after this step. Indeed, the norms we were considering were based on the absolute
value in R, and changing this absolute value to a modulus does not affect the statements. The
only thing we need to be worry about is the initial set for the variables xi, for 1 ≤ i ≤ 4.
Let us now call f the following transformation:

f : C4 → C4

(ξ1, η1, ξ2, η2) 7→ (x1, x2, x3, x4),

where the xi are defined by the formulas:
xi = 1√

2
(ξ′i + ıη′i)

xi+2 = 1√
2

(η′i + ıξ′i)

The application f is clearly symplectic, and analytic on C4. The transformation we want to
apply to our Hamiltonian HΛ

4,D is then f−1 ◦ τ̃ ◦ f . Finally, we need to apply our function ψ̃1
to have a symplectic application from an initial set of action-angle coordinates, into a set on
which we can calculate an upper bound of the Hamiltonian perturbation. Therefore, the final
application we want to consider is the following one:

∆ = ψ̃2 ◦ f−1 ◦ τ̃ ◦ f ◦ ψ̃1 (4.11)

We now have to determine the target set of the set D̃pol,r,s by the symplectic application ∆.
Let 0 < m < M and r, s > 0 define the initial set D̃pol,r,s. Using lemmas 4.3 and 4.5, we derive
the following lemma:

Lemma 4.6. Define: 
ρ = 2

√
M

ρ′ = max
l∈{m,M}

(
r

2
√

2l
cosh s+

√
2l(cosh s− 1)

)

If ρ+ 2ρ′ ≤
(
2
√

48α
)−1

, where α is defined in (4.10), then we have:

∆(D̃pol,r,s) ⊂ D̃cart,4
√

2(ρ+2ρ′),2
√

2ρ+5
√

2ρ′ (4.12)
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Proof. From lemma 4.3, we know that ψ̃1(D̃pol,r,s) ⊂ D̃cart,ρ,ρ′ . By definition of f , we easily
obtain that for i ∈ J1, 4K, |xi| ≤ ρ + 2ρ′. The transformation τ̃ takes the set B(0, rf ), where
rf = ρ+ 2ρ′ here, and sends it into the set B(0, r0), where rf = r0− 24r3

0α. We already noticed
that if r0 ≤

√
48α, we have τ̃(B(0, r0/2)) ⊂ B(0, r0). Choosing r0 such that 2(ρ+ 2ρ′) = r0, and

under the assumption in the lemma we have

τ̃(B(0, ρ+ 2ρ′) ⊂ B(0, 2ρ+ 4ρ′).

From the BNF theorem, we also now that τ̃ = Id+ v, where

v : B(0, r0/2)→ B(0, r0/2).

Therefore, writing (x′1, x′2, x′3, x′4) = τ̃(x1, x2, x3, x4), we have, for i ∈ J1, 4K:

x′i = xi + (v(xi))i
‖(v(xi))i‖ ≤

r0
2

In this case, the bound on v is so large that we will suffer a great loss of information. Surely,
when we will apply f−1, it is not clear what will happen to the real variables ξi,0 or ηi,0, and to
the "complex part" taken in the polydisc around the real variables. Without being optimal, we
have:

f−1 : B(0, 2ρ+ 4ρ′)→ D̃cart,4(ρ+2ρ′),2ρ+5ρ′

Indeed, adding the loss of analyticity to each coordinates (ξ1, η1, ξ2, η2) makes the result straight-
forward. For instance, if we consider ξi = r0 cos(θ) + r1 exp(ıθi) (the real part and the part in
the polydisc) and ηi = r0 sin(θ) + r2 exp(ıθi), the new variables ξ′i and η′i verify:

|ξ′i + ıη′i| = |xi + (v(xi))i| ≤ 2|xi|

We deduce that we can take ξ′i,0 + ıη′i,0 ∈ B(0, 4(ρ+ 2ρ′)). Now for each of these variables, the
part in the polydisc has been changed by at most 2ρ+ 4ρ′ as well. Thus, the target set can be
chosen as stated.
Finally, with lemma 4.5, we know that ψ̃2(D̃cart,4(ρ+2ρ′),2ρ+5ρ′) ⊂ D̃cart,4

√
2(ρ+2ρ′),

√
2(2ρ+5ρ′). This

ends to prove the lemma.

When applying the transformation ∆, we lost a lot of information regarding the sets Dcart.
Indeed, the width ρ and ρ′ have been mixed up, because the norm of the transformation τ̃ was
large compared to the initial analyticity width. We notice here that for a choice of ρ sufficiently
small, the effect on the bound of the perturbation is very small and we will therefore get along
with this mixing of the coordinates.

4.4 The final Hamiltonian

4.4.1 Unperturbed Hamiltonian and perturbation

In this section, we will make explicit the new form of our Hamiltonian, that will be composed
of two main parts: the first part will be the unperturbed Hamiltonian, the second one the
perturbation. In the lights of our previous work, we can construct the unperturbed Hamiltonian
as follows.

The initial Hamiltonian H is composed of a Kepler part and of the gravitational interaction
of the two planets (in Jacobi’s coordinates). Decompose the gravitational interaction into the
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secular part H̄pert (not depending on the fast angles), and the non-secular part H̃pert. Applying
the function ψ̃2 to the secular part, it can be expressed under the form:

H̄pert ◦ ψ̃2 = H2,D +H⊥4 +H
‖
4 +H≥6

When applying the function ∆ in the whole space, one needs to be careful. Indeed, the symplectic
diffeomorphism ∆ is parametrized by the value Λ (and independent of the angle λ). Hence, when
lifting this function to the space of the (Λ, λ, I, θ), it will create a component modifying the angles
λ. In order to be able to perform this transformation, we have to verify one more hypothesis,
and it will result in a loss of analyticity among the angles λ. Yet, this symplectomorphism does
not affect the variables Λ, leaving unchanged the Kepler Hamiltonian:

H0,1 = HKep +H2,D ◦ ψ̃1 +H⊥4 ◦ ψ̃1

P1 = H̄pert ◦∆−H2,D ◦ ψ̃1 −H⊥4 ◦ ψ̃1,

and we have:

H ◦∆ = H0,1 + P1 + H̃pert ◦∆.

Now apply the transformation ϕεX1
described in the chapter 2 so as to make the term H̃pert ◦∆

even smaller. Again, when lifting this symplectomorphism to the complete set of variables, since
the variables (ξ, η) appeared as parameter of the Hamiltonian generating the transformation, the
latter will change the variables (ξ, η). This implies a loss of analyticity over these coordinates,
as well as another hypothesis. We define:

P2 = (H0,1 + H̃pert ◦∆) ◦ ϕεX1 −H0,1,

and our Hamiltonian will be:

H ◦∆ ◦ ϕεX,1 = H0,1 + P1 ◦ ϕεX1. + P2

In fact, considering only one transformation ϕεX1
, will not be enough, and we will need to apply

2 more times this scheme. Define P̄2 the integral over the fast angle of P2, and its remainder
P̃2. The average Hamiltonian P̄2 depends on the angle g, and is not under normal form. Since
we do not know its form, we want to get rid of its dependence in this angle. P2 being a part of
the perturbation, it is made of a constant part, plus even powers of the eccentricities. Calling
y = (y1, y2, y3, y4) = (ξ1, η1, ξ2, η2), we can therefore decompose P̄2 in this way:

P̄2(Λ, y) = P̄2,0(Λ) +
∫ 1

0
∂y,yP̄2(Λ, ty) · y2(1− t)dt,

where ∂y,yP̄2(Λ, ty) is a 4×4 matrix representing the second derivative of P̄2 with respect to the
yi. Considering small enough eccentricities, one can make the term under the integral as small
as wanted, hence considered as part of the perturbation. Let R2 = P̄2 − P̄2,0, and

H0,2 = H0,1 + P̄2,0.

Hence, the Hamiltonian is now:

H ◦∆ ◦ ϕεX,1 = H0,2 + P1 ◦ ϕεX1 +R2 + P̃2.

We can apply again a transformation ϕεX2
to the Hamiltonian such that it makes the part P̃2

even smaller (by solving the cohomological equations {H0,2, G} = P̃2). After this operation, we
have

H ◦∆ ◦ ϕεX1 ◦ ϕ
ε
X2 = H0,2 + P1 ◦ ϕεX1 ◦ ϕ

ε
X2 +R2 ◦ ϕεX2 + P3.
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In the exact same way, we will reproduce the scheme we have just done. Hence, define P̄3, P̃3,
R3 = P̄3 − P̄3,0 the unperturbed Hamiltonian

H0,3 = H0,2 + P̄3,0,

and the transformation ϕεX3
. Let us call

ϕεX = ϕεX1 ◦ ϕ
ε
X2 ◦ ϕ

ε
X3 ,

and the Hamiltonian is now:

H ◦∆ ◦ ϕεX = H0,3 + P1 ◦ ϕεX +R2 ◦ ϕεX2 ◦ ϕ
ε
X3 +R3 ◦ ϕεX3 + P4. (4.13)

In our version of the KAM theorem, we considered the perturbation of a linear Hamiltonian.
Since H0,1 is not already linear, we had to divide it again into two terms, a linear one and a
non-linear one.
Basically, it consisted in a Taylor expansion at the order 2 in the actions, so as to express the
unperturbed Hamiltonian as a sum of a linear part, and a remainder. The remainder, of order
2 in the actions will be small enough to be considered as a part of the perturbation.
Let p = (Λ1,Λ2, I3, I4) be the vector of the actions, and p0 be a specific vector in the initial set
(yet to be described). We can write p = p0 + I ′, with I ′ close to 0, and expand the Hamiltonian
around the vector p0. We have:

H0,3(p) = H0,3(p0) +H ′0,3(p0) · I ′ +
∫ 1

0
(1− t)H ′′0,3(pt) · I

′2dt,

where pt = p0 + tI ′. Therefore, let Hnl(I ′, p0) =
∫ 1

0 (1− t)H ′′0,3(pt) · I
′2dt, and

Hl(I ′, p0) = H0,3(p0) +H ′0,3(p0) · I ′.

The Hamiltonian under its final form is the following one:

H ◦∆ ◦ ϕεX = Hl + Ptot (4.14)
= Hl + P1 ◦ ϕεX +R2 ◦ ϕεX2 ◦ ϕ

ε
X3 +R3 ◦ ϕεX3 + P4 +Hn,l

4.4.2 Bound on the norm of the perturbation

After determining precisely the different parts of the final perturbation, we can now bound it
more explicitly. More precisely, we are going to bound each of its parts separately, with the
work previously done.
To this end, let (Λ0,1,Λ0,2,m,M) ∈ (R+)4, represent the initial condition of our system. Now
let 0 < r1, r2, s1, s2 be the analyticity width of the four action-angle variables, defined in the
following domains: the two first action-angle variables (Λ1,Λ2, λ1, λ2) take their values in the
domain BΛ0(r1, s1), where

BΛ0(r1, s1) =
{

(Λ, λ) ∈ C2 ×T2
C, max
j∈J1,2K

|Λj − Λ0,j | < r1, max
j∈J1,2K

|=λj | < s1

}
;

the other action-angle variables will be in the set (I3, I4, θ3, θ4) ∈ D̃pol,r2,s2 .
We will consider thereafter that ρ and ρ′ verify the assumption

ρ+ 2ρ′ < (2
√

48α)−1.

Now define the constants ρ, ρ′ as in lemma 4.6, and (for the sake of simplicity):{
ρ0 = 4

√
2(ρ+ 2ρ′)

ρ′0 = 2
√

2ρ+ 5
√

2ρ′ (4.15)

Finally, define the norm ‖ · ‖r1,s1,r2,s2 as the supremum over the set BΛ0(r1, s1)× D̃pol,r2,s2 .
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Additional hypotheses for the lift of symplectomorphism

As said before, we consider the lifts of the four symplectomorphisms we are using: ∆, ϕεX1
, ϕεX2

,
and ϕεX3

. Each of these transformations induces a drift over the direction of the variables that
where seen as parameters before. As an example, consider the function ϕεXi , which transformed
the variables Λ and λ, for a fixed value of (I3, I4, θ3, θ4). It is generated by a Hamiltonian
GI3,I4,θ3,θ4(Λ, λ). When considering the lift of this Hamiltonian to our space of 8 complex
variables, we consider the Hamiltonian G(Λ, λ, I3, I4, θ3, θ4) instead. Hence, the vector field
associated to it is in 8 dimensions instead of 4. To control the relation between the size of a
domain and its image by the time-one map of the vector field, we require that we lose half of
our analyticity widths when applying ϕεXi . The hypotheses of 2.16 ensures that it is true in the
directions of the variables Λ and λ. It is therefore necessary to make further assumptions for the
other variables, using the formula of the minimum escape time derived in lemma 2.13. Regarding
the transformation ∆, the same reasoning on the polynomial P generating the transformation
leads to the necessity of satisfying another hypothesis. However, this time, the polynomial P is
independent of the variable λ, and hence it leaves the variable Λ unchanged. Considering that
before applying ∆ we have an analyticity width s1 for the variable λ, we want to lose only half
of our analyticity width for this angle.
In lemma 2.5, we wanted the minimum escape time to satisfy:

t̄ ≥ δ

||XP ||(R+ δ)m−1 .

The polynomial P now depends in the variable Λ, in the following way:

P (x) =
∑

i∈Am,n
βm,i(Λ)xi

It is straightforward to see that the extra hypothesis that needs to be satisfied is

t̄ ≤ s1
2
∑
i∈Am,n ‖β

′
m,i(Λ)‖B(Λ0,r1)(R+ δ)m , (4.16)

where B(Λ0, r) is the the usual ball. Letting t = 1, the assumption we consider is then:

2
∑

i∈Am,n
‖∂Λiβm,i(Λ)‖B(Λ0,r1)(ρ0 + ρ′0)4 ≤ s1

The computation of a bound on the derivatives of βm,i can be done in two different ways. The
expression of these terms is explicit, hence one can compute it directly using their formula and
then bound it. Another solution is to use Cauchy’s inequality, though it is less optimal and could
change artificially the validity of the previous inequation. It nevertheless eases the computation.
Regarding the transformations ϕεXi , we divide our analyticity widths each time by 2. The
additional assumption on ϕεX1

is:

ε× ‖Hpert ◦∆‖r1,s1/2,r2,s2 ≤ γ
sτ1r2s2
21252 .

This hypothesis, together with all the hypotheses of 2.16 ensures that we have a function ϕεX1
that is well defined on the previous set and such that:

ϕεX1(BΛ0(r1/2, s1/4)× D̃pol,r2/2,s2/2) ⊂ BΛ0(r1, s1/2)× D̃pol,r2,s2 .

For the transformations ϕεX2
and ϕεX3

, we will deal with them in the next paragraph, where we
gather all the definitions necessary to express them explicitly.
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Bound on the non-secular part

First, we are going to bound the part P4 of the perturbation. This bound can be determined
with the help of the scheme developed in chapter 2. Instead of using directly the corollary
2.16, we use the iterated one, after 3 steps (at the end of chapter 2). Consider the Hamiltonian
H0,1 + H̃pert ◦∆, we apply the scheme to find a function ϕεX such that P4 becomes smaller. We
observe that: ∥∥∥H̃pert ◦∆

∥∥∥
r1,s1/2,r2,s2

≤
∥∥∥H̃pert

∥∥∥
DΛ0,r1,ρ0,ρ′0,s1

.

Define the following elements iteratively:

K2 ≤

 γ

2r1
∥∥∥H ′′0,1∥∥∥r1,s1/2,r2,s2


1
3

,

ε2 =26.1010

γ2
2s

6
1

∥∥∥H̃pert

∥∥∥2

DΛ0,r1,ρ0,ρ′0,s1

(∥∥∥H ′′0,1∥∥∥
r1,s1/2,r2,s2

+ 8
r1

∥∥∥H ′0,1∥∥∥r1,r1,s1/2,r2,s2
)

+

32K2
2 exp

(
−K2s1

5

)∥∥∥H̃pert

∥∥∥
DΛ0,r1,ρ0,ρ′0,s1

,

K3
3 ≤min

 2γ
r1
∥∥∥H ′′0,1∥∥∥r1,s1/2,r2,s2 ,

r1γ

16 ‖P2‖r1/2,s1/4,r2,s2

 ,

ε3 =214.1010

γ2s6
1
ε22

(∥∥∥H ′′0,1∥∥∥
r1,s1/2,r2,s2

+ 25

r1

∥∥∥H ′0,1∥∥∥I1,r1,s1/2,r2,s2 + 28

r2
1
ε2

)
+ 32K2

3 exp
(
−K3s1

10

)
ε2,

K3
4 ≤min

 8γ
r1
∥∥∥H ′′0,1∥∥∥r1,s1/2,r2,s2 ,

r1γ

26 ‖P2‖r1/2,s1/4,r2,s2
,

r1γ

27 ‖P3‖r1/8,s1/8,r2,s2

 ,

ε4 =222.1010

γ2s6
1
ε23

(∥∥∥H ′′0,1∥∥∥
r1,s1/2,r2,s2

+ 27

r1

∥∥∥H ′0,1∥∥∥I1,r1,s1/2,r2,s2 + 210

r2
1

(ε2 + ε3)
)

+

32K2
4 exp

(
−K4s1

20

)
ε3.

Proposition 4.7. Under the assumption that Hpert is analytic on the set DΛ0,r1,ρ0,ρ′0,s1
, that

there exists I0 ∈ B(r1/32, s1/16), such that H ′0,1(I0) ∈ D(γ, 2), and that the following assump-
tions are verified:

∥∥∥H̃pert

∥∥∥
DΛ0,r1,ρ0,ρ′0,s1

≤ min
(
γr1s

3
1

25.105 ,
γr2s

2
1s2

24.104

)
, 25K2

2 exp(−2K2s1/5) < 1,

ε2 ≤ min
(
γr1s

3
1

211.105 ,
γr2s

2
1s2

29.104

)
, 25K2

3 exp(−K3s1/5) < 1,

ε3 ≤ min
(
γr1s

3
1

217.105 ,
γr2s

2
1s2

214.104

)
, 25K2

4 exp(−K4s1/10) < 1,
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there exists a symplectic map ϕεX : B(r1/32, s1/16)× D̃pol,r2/8,s2/8 → B(r1, s1/2)× D̃pol,r2,s2,
and the following bounds hold:

‖P2‖r1/2,s1/4,r2/2,s2/2 ≤ ε2,

‖P3‖r1/8,s1/8,r2/4,s2/4 ≤ ε3,

‖P4‖r1/32,s1/16,r2/8,s2/8 ≤ ε4.

Bound on the remainder of the BNF

We will be concerned in this part on the bound of P1 ◦ ϕεX . First, let us bound the term P1
of the perturbation. To perform the BNF, we needed to consider the flow of the application
associated to the vector field XP , where P is the following polynomial:

P : C4 → C

(x1, x2, x3, x4) 7→ a1(x2
2x

2
3 − x2

1x
2
4) + a2(x1x2x

2
3 − x2

1x3x4) + a3(x2
2x3x4 − x1x2x

2
4)

with

a1 =
d′0,0,2

2(d′1,0,0 − d′0,1,0) , a2 =
d′1,0,1

d′1,0,0 − d′0,1,0
, a3 =

d′0,1,1
d′1,0,0 − d′0,1,0

. (4.17)

Define:

C1 = 28
(
2 ‖a1‖r1,s1 + 3 ‖a2‖r1,s1 + 3 ‖a3‖r1,s1

)
×(

2
∥∥∥d′0,0,2∥∥∥

r1,s1
+ 3

∥∥∥d′1,0,1∥∥∥
r1,s1

+ 3
∥∥∥d′0,1,1∥∥∥

r1,s1

)
, (4.18)

C2 = 28
(
2 ‖a1‖r1,s1 + 3 ‖a2‖r1,s1 + 3 ‖a3‖r1,s1

)
×(

2
∥∥∥d′2,0,0∥∥∥

r1,s1
+ 2

∥∥∥d′0,2,0∥∥∥
r1,s1

+
∥∥∥d′1,1,0∥∥∥

r1,s1
+ 2

∥∥∥d′0,0,2∥∥∥
r1,s1

)
. (4.19)

We have the following result:

Proposition 4.8. Let r1, s1, r2, s2 > 0, define ρ and ρ′ as in lemma 4.6 (with r = r2 and
s = s2/2), and ρ0, ρ

′
0 as in equation (4.15). If Hpert is analytic on the set DΛ0,r1,ρ0,ρ′0+µ,s1 with

µ > 0, and that it satisfies the hypotheses:
ρ+ 2ρ′ ≤ (2

√
48α)−1,

4(‖∂Λia1‖B(Λ0,r1) + ‖∂Λia2‖B(Λ0,r1) + ‖∂Λia3‖B(Λ0,r1))(ρ0 + ρ′0)4 ≤ s1,

then, on the set BΛ0(r1/32, s1/8)× D̃pol,r2/8,s2/8, the following bound holds:

‖P1 ◦ ϕεX‖r1/32,s1/16,r2/8,s2/8 ≤
(
C1 + C2 + 96× 77

µ6 ‖Hpert‖DΛ0,r1,ρ0,ρ′0+µ,s1

)(
ρ0 + 2ρ′0

)6
.

Proof. : We can consider the term P1, on the set BΛ0(r1, s1/2) × D̃pol,r2,s2 . The composition
with the function ϕεX will make the estimate hold on the wanted set.
The transformation τ is the flow τ t associated to the vector field XP for t = 1. Notice that
each ai here depends on the variables Λ1,Λ2, we will denote by ‖ai‖r1,s1 their supremum bound
on the domain BΛ0(r1, s1). Considering as well ‖x‖ the supremum bound of (x1, x2, x3, x4) on
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the domain of definition (that we will determine further), we can bound the derivative of the
polynomial by:

|∂iP | ≤ (2 ‖a1‖r1,s1 + 3 ‖a2‖r1,s1 + 3 ‖a3‖r1,s1) ‖x‖3 .

Now let us express explicitly the terms we are dealing with:

H̄pert ◦ ψ̃2 ◦ f−1 ◦ τ =(H2,D,f +H⊥4,f +H
‖
4,f +H≥6,f ) ◦ τ

= H2,D,f + {H2,D,f , P}+
∫ 1

0
(1− t) {{H2,D,f , P} , P} ◦ τ t dt

+H⊥4,f +
∫ 1

0

{
H⊥4,f , P

}
◦ τ t dt

+H
‖
4,f +

∫ 1

0

{
H
‖
4,f , P

}
◦ τ t dt

+H≥6,f ◦ τ

where we defined HN,f = HN ◦ f−1 to make the formulas clearer.
The polynomial P was constructed so as to have {H2,D, P} = −H‖4 . Thus, we have:

H̄pert ◦ ψ̃2 ◦ f−1 ◦ τ −H2,D,f −H⊥4,f =
∫ 1

0

{
(1− t) {H2,D,f , P}+H

‖
4,f , P

}
◦ τ t dt

+
∫ 1

0

{
H⊥4,f , P

}
◦ τ t dt+H≥6,f ◦ τ

Using again the construction of P , we have:∫ 1

0

{
(1− t) {H2,D,f , P}+H

‖
4,f , P

}
◦ τ t dt =

∫ 1

0
t
{
H
‖
4,f , P

}
◦ τ t dt

Composing the secular part of the perturbation by f on both side, we obtain:

H̄pert ◦∆−H0,1 =
∫ 1

0
t
{
H
‖
4,f , P

}
◦ τ t ◦ f ◦ ψ̃1 dt

+
∫ 1

0

{
H⊥4,f , P

}
◦ τ t ◦ f ◦ ψ̃1 dt+H≥6,f ◦ τ ◦ f ◦ ψ̃1 (4.20)

This explicit equation gives three terms to bound:


R1 =
∫ 1

0
t
{
H
‖
4,f , P

}
◦ τ t ◦ f ◦ ψ̃1 dt

R2 =
∫ 1

0

{
H⊥4,f , P

}
◦ τ t ◦ f ◦ ψ̃1 dt

R3 = H≥6,f ◦ τ ◦ f ◦ ψ̃1

(4.21)

Given the definition of the terms H‖4,f and H⊥4,f in the coordinates (x1, x2, x3, x4) in (4.8), we
can bound their derivatives by:

∣∣∣∂iH‖4,f ∣∣∣ ≤ (2
∥∥∥d′0,0,2∥∥∥

r1,s1
+ 3

∥∥∥d′1,0,1∥∥∥
r1,s1

+ 3
∥∥∥d′0,1,1∥∥∥

r1,s1

)
‖x‖3∣∣∣∂iH⊥4,f ∣∣∣ ≤ (2

∥∥∥d′2,0,0∥∥∥
r1,s1

+ 2
∥∥∥d′0,2,0∥∥∥

r1,s1
+
∥∥∥d′1,1,0∥∥∥

r1,s1
+ 2

∥∥∥d′0,0,2∥∥∥
r1,s1

)
‖x‖3
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With these bounds, we can calculate the bounds on R1 and R2 on the domain of definition:

‖R1‖r1,s1/2,r2,s2 ≤
∫ 1

0
t
∥∥∥{H‖4,f , P} ◦ τ t ◦ f ◦ ψ̃1

∥∥∥
r1,s1/2,r2,s2

dt

≤
∫ 1

0

∥∥∥{H‖4,f , P} ◦ τ t ◦ f∥∥∥r1,s1/2,D̃cart,ρ0,ρ′0 dt

≤
∫ 1

0

∥∥∥{H‖4,f , P} ◦ τ t∥∥∥r1,s1/2,B(0,ρ0+2ρ′0)
dt

≤
∫ 1

0

∥∥∥{H‖4,f , P}∥∥∥r1,s1,B(0,2ρ0+4ρ′0)
dt

≤
∥∥∥{H‖4,f , P}∥∥∥r1,s1,B(0,2ρ0+4ρ′0)

≤ C1
(
ρ0 + 2ρ′0

)6
, (4.22)

The constant 28 in the formula of C1 comes from the fact that (2ρ0 + 4ρ′0)6 = 26(ρ0 + 2ρ′0)6 and
from the fact that we have 4 term in the Poisson bracket. For the same reason, we have:

‖R2‖r1,s1/2,r2,s2 ≤ C2
(
ρ0 + 2ρ′0

)6 (4.23)

The last term cannot be bounded in the same way. Indeed, we do not know explicitly the
different terms appearing in this part of the Hamiltonian. Though, we know that they are at
least of order 6 in eccentricity so we can derive a bound on its norm using Taylor’s theorem
and Cauchy’s inequalities for an analytic function. Since the transformation ψ̃2 is linear, we can
write:

‖R3‖r1,s1/2,r2,s2 =
∥∥∥H≥6,f ◦ τ ◦ f ◦ ψ̃1

∥∥∥
r1,s1/2,r2,s2

= ‖H≥6 ◦∆‖r1,s1/2,r2,s2
= ‖H≥6‖DΛ0,r1,ρ0,ρ′0,s1

We will therefore use a Taylor theorem, for a function of 4 variables (ξ1, ξ2, η1, η2), and evaluate
its remainder at the order 6. The variables ξi and ηi belong to the set DΛ0,r1,ρ0,ρ′0,s1

, and they
can be bounded by ρ0 + ρ′0. We have

‖R3‖r1,s1/2,r2,s2 ≤
∑
|β|=6

 sup
DΛ0,r1,ρ0,ρ′0,s1

∣∣∣∣ 1
β!∂βH̄pert

∣∣∣∣ (ρ0 + ρ′0
)6 ,

where β = (β1, β2, β3, β4) ∈ N4, |β| = β1 + β2 + β3 + β4 = 6, and β! = β1!β2!β3!β4!. We can
bound the derivative using Cauchy’s inequality. The terms β! then cancel, we are left with:

‖R3‖r1,s1/2,r2,s2 ≤
∑
|β|=6

∥∥∥∂βH̄pert

∥∥∥
DΛ0,r1,ρ0,ρ′0,s1

(
ρ0 + ρ′0

)6
≤
∑
|β|=6

‖∂βHpert‖DΛ0,r1,ρ0,ρ′0,s1

(
ρ0 + ρ′0

)6
≤
∑
|β|=6

1
µ6 ‖∂βHpert‖DΛ0,r1,ρ0,ρ′0+µ,s1

(
ρ0 + ρ′0

)6
≤
∑
|β|=6

‖Hpert‖DΛ0,r1,ρ0,ρ′0+µ,s1

(
ρ0 + ρ′0
µ

)6

≤ 84 ‖Hpert‖DΛ0,r1,ρ0,ρ′0+µ,s1

(
ρ0 + ρ′0
µ

)6

This estimate, with the definition of ρ0 and ρ′0, completes the proof.
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Only the estimate on the part of order at least 6 in eccentricities suffers a loss of analyticity,
the other part being defined explicitly.

Bounds on the remainders of the transitional Hamiltonian Pi

We are interested in bounding the terms R2 ◦ ϕεX2
◦ ϕεX3

and R3 ◦ ϕεX3
.

Proposition 4.9. Under the assumptions of proposition 4.7 and that the Hamiltonian Hpert is
analytic on the set DΛ0,r1,ρ0,ρ′0+µ,s1, then we have the estimates:

∥∥R2 ◦ ϕεX2 ◦ ϕ
ε
X3

∥∥
r1/32,s1/16,r2/8,s2/8 ≤ 4ε2

(
ρ0 + 2ρ′0

µ

)2
,

∥∥R3 ◦ ϕεX3

∥∥
r1/32,s1/16,r2/8,s2/8 ≤ 4ε3

(
ρ0 + 2ρ′0

µ

)2
.

Proof. Using the definition of these variables, and the Cauchy’s estimate on the second derivative
of P2 with respect to the variables yi, the proof is straightforward.

Bound on the remainder of the Taylor expansion

We are interested in bounding the norm of Hnl. In this aim, we will simply do a classical
estimate on the remainder of a Taylor expansion, though taking into account the special form
of the Hamiltonian H0,3.
We have

H0,3 = HKep +H2,D ◦ ψ̃1 +H⊥4 ◦ ψ̃1 + P̄2,0 + P̄3,0.

Moreover, the application ψ̃1 takes the four actions in the set BΛ0(r1, s1) × D̃pol,r2,s2 into the
set D̃cart,Λ0,r1,ρ,ρ′,s1 . At the moment, we still use different r1 and r2 as analyticity widths when
trying to estimate the rests. Though, since HKep is much larger than the perturbation, and that
we need to have HKepr

2
1 ∼ ε2, we will need to fix a smaller value of r1. Define a new analyticity

width r′ < min(r1/32, r2/8). We have

BΛ0(r′, s1)× D̃pol,r′,s2 ⊂ BΛ0(r1, s1)× D̃pol,r2,s2

ψ̃1
(
BΛ0(r′, s1)× D̃pol,r′,s2

)
⊂ D̃cart,Λ0,r1,ρ,ρ′,s1 .

We have the proposition:

Proposition 4.10. Assume H0,3 is defined as before, and analytic on the domain
D̃cart,Λ0,r1,ρ,ρ′,s1. Assume that it verifies the assumptions of proposition 4.7. Call

D1 = max
i=1,2

 sup
p∈BΛ0 (r1,s1)

∣∣∣∣(H ′′Kep(p))i,i
∣∣∣∣
 ,

D2 = max
1≤i,j≤4

∥∥∥∥((H2,D +H⊥4

)
◦ ψ̃1

)′′
i,j

∥∥∥∥
r1,s1,r2,s2

.

We have the inequality:

‖Hnl‖r′,s1,r′,s2 ≤
(
D1 + 8D2 + 16 ε2 + ε3

(min(r1/32, r2/8)− r′)2

)
r′2. (4.24)

Proof. The proof is straightforward: one has to compute every term of the Hamiltonian Hnl

by considering the Taylor expansion of order 2 of each terms, and eventually using Cauchy’s
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inequality.
First:

Hnl(I ′, p0) =
∫ 1

0
(1− t)H ′′0,3(pt) · I

′2dt

The Kepler Hamiltonian not depending on the two last actions, and its Hessian being diagonal,
a bound for the first term is:

∥∥∥∥∫ 1

0
(1− t)H ′′Kep(pt) · I

′2dt

∥∥∥∥
r′,s1,r′,s2

≤ max
i=1,2

 sup
p∈BΛ0 (r1,s1)

∣∣∣∣(H ′′Kep(p))i,i
∣∣∣∣
 r′2 = D1r

′2

We will just recall the formulas for the two Hamiltonian H2,D and H⊥4 , their second derivative
being too long to express explicitly here. Recall that the constants di,j,k depend on the variables
Λi. We have:(

H2,D +H⊥4

)
◦ ψ̃1(Λ1,Λ2, I3, I4) =d′0,0,0 − d′1,0,0I3 − d′0,1,0I4

+ d′2,0,0I
2
3 + d′0,2,0I

2
4 + (d′1,1,0 + 2d′0,0,2)I3I4

The terms implied in the Hessian of the latter function will roughly be of the same order, and
therefore we can bound them as follows:∥∥∥∥∫ 1

0
(1− t)

(
(H2,D +H⊥4 ) ◦ ψ̃1

)′′
(pt) · I

′2dt

∥∥∥∥
r1,s1,r2,s2

≤ 8D2r
′2,

where the factor 8 comes from the number of terms coming from the matrix times the integration
factor 1

2 . As for the terms P̄2,0 and P̄3,0, using Cauchy’s inequality gives the result directly.

Final bound on an isotropic domain

After bounding the different terms of the perturbation, we can now fix our analyticity width,
while setting the analyticity width necessary on the perturbation to evaluate those terms.
Since our KAM theorem is isotropic in the actions, and in the angles, we wish to fix r′ = 4r2
and s1 = 2s2, so as to have r′/32 = r2/8 and s1/16 = s2/8. This assumption is required to make
the domain isotropic on the actions and the angles when applying the KAM theorem. Now,
the requirements of propositions 4.7, 4.8, 4.9 and 4.10 are satisfied if we suppose that for some
µ > 0, Hpert is analytic on DΛ0,r1,ρ0,ρ′0+µ,s1 . The assumptions then need to be checked one by
one, using the construction of K2, ε2,K3, ε3,K4, ε4.
The perturbation we will consider will, under all the assumptions made, be of size

ε = ε4 + S1

(
ρ0 + 2ρ′0

µ

)6
+ 4(ε2 + ε3)

((
ρ0 + 2ρ′0

µ

)2
+ 4

(
r′

r1 − r′
)2)

+ (D1 + 8D2)
(

r′

r1 − r′
)2

on the set DΛ0,r′,ρ0,ρ′0,s1
, with

S1 = C1 + C2 + 96× 77

µ6 ‖Hpert‖DΛ0,r1,ρ0,ρ′0+µ,s1
.

The transformation is then defined on the set BΛ0(r1/32, s1/16) × D̃pol,r1/32,s1/16. After com-
puting this sum, if it satisfies the KAM assumptions, then one can apply KAM theorem to the
Hamiltonian H0,3 + P .
There remains still one value to compute, that is the analyticity width in the frequencies.
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4.5 Analyticity width in the frequencies

4.5.1 Upper bound of the analyticity width

In this section, we wish to find the analyticity width in frequencies, ie the value of h in our
KAM theorem. Assume that the perturbation is analytic on the domain BΛ0(rf , sf )× D̃pol,rf ,sf

with rf , sf > 0 (for instance rf = r1/32 and sf = s1/16). Recall that the frequency vector is
defined in the following way:

ω = H ′0,3(p),

where (p, 0) belongs to the set BΛ0(rf , sf ) × D̃pol,rf ,sf , in order to be defined. Let us cut the
analyticity width rf in three parts: first consider the set

Ω =
{
ω ∈ Rn, ∃(p, 0) ∈ BΛ0

(
rf
4 , sf

)
× D̃pol,rf/4,sf such that ω = H ′0,3(p)

}
(4.25)

This set will be the initial set of frequencies. More precisely, we will consider the set of frequencies
Γγ = Ω ∩ D(γ, τ), the frequencies in the set Ω that verify the Diophantine condition with
constants γ and τ . Now, recall the definition of the set of frequencies with analyticity width h:

Ωh
γ =

{
ω ∈ Cn, ∃ω′ ∈ Γγ s.t. sup

i∈J1,4K

∣∣ωi − ω′i∣∣ < h

}
.

This set consists in the neighborhood of the tori of frequency in Γγ . We will fix the value of h so
that the image of this set by the function H ′−1

0,3 is contained in the set BΛ0(rf/2, sf )×D̃pol,rf/2,sf .
Finally, we will define a new set for the action-angle variables, close to zero, as follows:

Drf/2,sf =
{

(I ′, θ) ∈ C4 × TnC, sup
i∈J1,4K

|I ′i| <
rf
2 , sup

i∈J1,4K
|=θi| < sf

}

Now, we can take (ω, I ′, θ) ∈ Ωh
γ ×Drf/2,sf , it guarantees that:

(H ′−1
0,3 (ω) + I ′, θ) ∈ BΛ0(rf , sf )× D̃pol,rf ,sf ,

with a slight abuse of notation coming from the fact that the action-angles variables are not in
the right order. Considering an analyticity width r′ < rf for the actions I ′, we will be able to
apply the KAM theorems using these sets, the only necessary step being to find a precise bound
for h.

Determining a suitable value of h will be done in several steps. First, let us expand the definition
of Ωh:

ω ∈ Ωh
γ ⇔ ∃ ω0 ∈ Γγ , ϑ ∈ B(0, h) ⊂ C4, ω = ω0 + ϑ

Now we ask that H ′−1
0,3 (ω) ∈ BΛ0(rf/2, sf )× D̃pol,rf/2,sf , therefore, we want the following condi-

tion to be verified:

H
′−1
0,3 (ω0 + ϑ) ∈ BΛ0(rf/2, sf )× D̃pol,rf/2,sf

With the definition of the set Ω, and using a Taylor expansion to the first order, we require:∥∥∥∥∫ 1

0
(H ′−1

0,3 )′(ω0 + tϑ) · ϑdt
∥∥∥∥ < rf

4 , (4.26)
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where ‖ · ‖ represents the sup-norm of our complex vector. Let us single out the coefficients of
our 4-vector: let ϑ = (ϑ1, ϑ2, ϑ3, ϑ4) ∈ B(0, h), we have for 1 ≤ i ≤ 4:∣∣∣∣(∫ 1

0
(H ′−1

0,3 )′(ω0 + tϑ) · ϑdt
)
i

∣∣∣∣ ≤ ∫ 1

0

∑
1≤j≤4

∣∣∣∣((H ′−1
0,3 )′(ω0 + tϑ)

)
i,j
ϑj

∣∣∣∣ dt
≤ 4h×

∫ 1

0
max

1≤j≤4

∣∣∣∣((H ′−1
0,3 )′(ω0 + tϑ)

)
i,j

∣∣∣∣ dt
≤ 4h× max

1≤j≤4

(
sup
Ωh

∣∣∣∣((H ′−1
0,3 )′

)
i,j

∣∣∣∣
)

≤ 4h× max
1≤j≤4

(
sup
Ωh

∣∣∣∣(H ′′−1
0,3 ◦H

′−1
0,3

)
i,j

∣∣∣∣
)

≤ 4h× max
1≤j≤4

 sup
BΛ0 (rf/2,sf )×D̃pol,rf /2,sf

∣∣∣∣(H ′′−1
0,3

)
i,j

∣∣∣∣


Therefore we deduce:∥∥∥∥∫ 1

0
(H ′−1

0,3 )′(ω0 + tϑ) · ϑdt
∥∥∥∥ ≤ 4h× max

1≤i,j≤4

∥∥∥∥(H ′′−1
0,3

)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

Thus, a condition on h so that our initial requirement holds is:

h = rf
16

(
max

1≤i,j≤4

∥∥∥∥(H ′′−1
0,3

)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

)−1

(4.27)

In the KAM theorem, we require furthermore that the set of initial frequencies is at least at
distance h from the boundary. In the ball we just found, this is therefore not possible. Hence we
have to define h′ = h/2 as the analyticity width in frequencies to be sure this set is non-empty.
With the latter value of h′, it will be possible to apply the KAM theorem. The last calculation
left is the determination of the value of the maximal coefficient of the inverse of the Hessian of
H0,3, that we will discuss in the next part.
Before, let us discuss quickly the previous result, and another possibility to find a value of h. In
the previous calculation we used the supremum norm on the vectors of C4. By equivalence of all
the norms in our space, we could have used the euclidean norm. By this mean, instead of the
sum over all the modulus of the coefficients of

((
(H ′−1

0,3 )′(ω0 + tϑ)
)
i,j
ϑj

)
1≤i≤4

, we would have

found an upper bound of the euclidean norm of the vector ϑ, multiplied by the square root of the
spectral radius of the matrix

(
H ′′−1

0,3

)∗
H ′′−1

0,3 . Since determining H ′′−1
0,3 is not straightforward,

we could instead use the minimum of the modulus of the eigenvalues of the matrix H ′′0,3. Now,
notice that for small analyticity width, and in the case of the ratio between the semi-major axis
a1/a2 is small, we can see the matrix H ′′0,3 as a perturbation of the following matrix:

− α1
Λ4

1,0
0 0 0

0 − α2
Λ4

2,0
0 0

0 0 −α3
Λ2

1,0
Λ6

2,0
α4

Λ3
1,0

Λ7
2,0

0 0 α4
Λ3

1,0
Λ7

2,0
α5

Λ4
1,0

Λ8
2,0


,
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where the αi depend only on the masses of the bodies. This matrix has a determinant strictly
negative and is symmetric, therefore has real eigenvalues that can be easily computed. In order to
determine the smallest eigenvalue of the complete matrix H ′′0,3, one can therefore use the Bauer-
Fike theorem on the perturbation of the eigenvalues of a matrix, which gives an upper bound
for the deviation of the eigenvalues from the initial matrix given the size of the perturbation.
With this result, one can possibly derive a value of h.
However, the calculation required to obtain a value of h by this mean does not seem significantly
less important than with the method we are going to describe, that is why we will not follow
this path.

4.5.2 Calculation of an explicit upper bound

The aim of this part is to describe a way to derive a value of h, or more precisely of

max
1≤i,j≤4

∥∥∥∥(H ′′−1
0,3

)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

.

To find the value of the coefficient of this (inverse) matrix, we will use the equality:

H ′′−1
0,3 = 1

det(H ′′0,3)adj(H
′′
0,3).

The adjugate adj of a matrix is by definition the transpose of the cofactor matrix. To simplify the
problem of determining a bound on the maximal coefficient, we will make a further simplification:

max
1≤i,j≤4

∥∥∥∥(H ′′−1
0,3

)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

≤∥∥∥∥(det(H ′′0,1)
)−1

∥∥∥∥
rf/2,sf ,rf/2,sf

× max
1≤i,j≤4

∥∥∥∥(adj(H ′′0,3)
)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

.

Now let us discuss these two values, and how to bound them.
First, the determinant of this 4× 4 matrix is composed of 24 terms. However, since the Hamil-
tonian is composed of the Kepler part, that is composed of two terms, depending only on one
variable, and a small part coming from the perturbation, we can deduce that the largest term
of the determinant is the following one:

f =
(
H ′′0,3

)
1,1

(
H ′′0,3

)
2,2

((
H ′′0,3

)
3,3

(
H ′′0,3

)
4,4
−
(
H ′′0,3

)2

3,4

)
The other terms will be at most the product of one of the large terms

(
H ′′0,3

)
1,1

or
(
H ′′0,3

)
2,2

,
and of three other small terms of the size of the perturbation. Therefore, we can bound the
determinant by the supremum of the largest term minus 22 times the

(
H ′′0,3

)
1,1

multiplied by
the highest remaining term to the power 3. In case the perturbation and rf are small enough,
we will have the following upper bound on the inverse of the determinant:

max
1≤i,j≤4

∥∥∥∥(H ′′−1
0,3

)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

≤ 1
2 inf
BΛ0 (rf/2,sf )×D̃pol,rf /2,sf

|f |

We will not give here a condition on the size of the perturbation nor the value of rf so that this
inequality holds, we will just insure that it is verified when computing it.
Let us now take a closer look at the adjugate matrix. By the same reasoning as previously, we
can see that the largest cofactors will be the one involving the two terms

(
H ′′0,3

)
1,1

or
(
H ′′0,3

)
2,2

.
Thus, we are looking for an upper bound on the terms on the lower square of the adjugate
matrix. Looking at the coefficient (3, 3), (4, 4), (3, 4) of the matrix H ′′0,1, we can see by the power
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on the term Λ1/Λ2 that the term with highest modulus will be the term
(
H ′′0,3

)
3,3

. It implies
that the largest term of the adjugate matrix will be in position (4, 4). As well, for small enough
perturbation and analyticity width, we can derive:

max
1≤i,j≤4

∥∥∥∥(adj(H ′′0,3)
)
i,j

∥∥∥∥
rf/2,sf ,rf/2,sf

≤

1
2

∥∥∥∥(H ′′0,3)1,1

∥∥∥∥
rf/2,sf ,rf/2,sf

∥∥∥∥(H ′′0,3)2,2

∥∥∥∥
rf/2,sf ,rf/2,sf

∥∥∥∥(H ′′0,3)3,3

∥∥∥∥
rf/2,sf ,rf/2,sf

.

In practice, giving an upper bound on all this terms will be feasible, so we will not go any further
in the calculations.
By this mean we can deduce the value of the missing analyticity width h, and we will apply our
theorem on the set Ωh ×Drf/2,sf .



Chapter 5

On the Diophantine Condition

When stating the KAM theorem, we saw that it was relying on an arithmetic condition, called
the Diophantine condition. This Diophantine condition appears when solving the cohomological
equation, to ensure that the solution is still analytic on some smaller set. We will call Diophantine
vectors the vectors of Rn verifying a Diophantine condition. The fact that these Diophantine
vectors have full Lebesgue measure in Rn is substantial in KAM theory. In different classes of
differentiability, there is a strong link between the arithmetic condition, and the possibility of
application of such a theorem to a Hamiltonian that is the perturbation of an integrable one. To
understand better these relations and see examples or counter-examples, the reader can peruse
[72]. The 2-dimensional Diophantine condition is a significant particular case, since it allows
one to use of a lot of mathematical tools. Indeed, dividing the coefficients of the vector by the
largest coefficient, one is reduced to the classical problem of the approximation of a number
by rationals. In this case, the Diophantine vector (or number) corresponds to an irrational
number that is badly approximated by rationals. One can consult the pedagogical paper [25] so
as to understand physically the problem emerging from a non-Diophantine vector in a celestial
mechanics problem. A tool for the study of such numbers is for example the decomposition in
continued fraction of a real number, one can refer to [28] to understand this operation better.
However, when increasing the dimension (generally for n ≥ 3), the tools used in the study of the
approximation of an irrational by rationals do not generalize easily. In our application of the
KAM theorem, we use two Diophantine conditions, one in dimension 2 and one in dimension
4. We will therefore, in this chapter, present and justify the existence of Diophantine vectors in
the regions we consider.

5.1 Abundance and basic properties

5.1.1 Abundance of Diophantine vectors

For n ∈ N \ {0}, and γ, τ > 0, define:

Definition 5.1.

D(γ, τ) =
{
ω ∈ Rn, |k · ω| > γ

|k|τ1
, k ∈ Zn \ {0}

}
,

D(τ) =
⋃
γ>0

D(γ, τ), (5.1)

Dioph =
⋃
τ>0

D(τ)

where |k|1 =
∑n
i=1 |ki| for k = (k1, k2, ..., kn) ∈ Zn and "·" is the canonical scalar product of

two vectors.
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The question of the abundance of the Diophantine vectors (vectors belonging to the set
Dioph) has been studied in the field of number theory. We will briefly give the most important
results here, as a starter (the reader can find a deeper study of these vectors in [28, 48]).
We will consider our space to be E = Rn with n ≥ 1 in the whole chapter. Let us remind some
definitions.

Definition 5.2. Let A be a subset of E. A is said to have null Lebesgue measure if and only
if for every ε > 0, there is a countable collection of n-balls In ⊂ Rn, for which the sum of their
volume is less than ε, and such that their union covers A.
A set B is of full Lebesgue measure if and only if its complementary is of null Lebesgue measure.

Definition 5.3. Let A be a subset of E. A is said to be meagre if it can be expressed as the
countable union of subsets that are nowhere dense in E.

Those definitions give two ways of thinking the abundance of a type of numbers in Rn. The
scarcity in term of Lebesgue measure is expressed by the fact of being of null measure, whereas
in terms of Baire spaces, it corresponds to being meagre. We have the following results:

Proposition 5.4. The set of Diophantine numbers is meagre and of full Lebesgue measure.

Proof. Let us verify first that Dioph is meagre. For this purpose, let us write it as follows:

Dioph =
{
ω ∈ E, s.t. ∃τ ∈ N, ∃n ∈ N, ∀k ∈ Zn \ {0} : |k · ω| ≥ 1

n|k|τ1

}
.

Under this form, it is clear that the set of Diophantine numbers is the union of closed sets
indexed by τ and n which interior is the empty set. Therefore, Dioph is meagre.
To show that Dioph is of full Lebesgue measure, it is sufficient to show that for some τ > 0,
D(τ) is of full Lebesgue measure, or equivalently, that E \D(τ) is of null Lebesgue measure. To
this end, consider the Diophantine numbers of dimension n in the set [0, 1]n. We can define:

C(γ, τ, k) =
{
ω ∈ [0, 1]n, |k · ω| ≤ γ

|k|τ1

}
(5.2)

C(γ, τ) =
⋃

k∈Zn\{0}
C(γ, τ, k) = [0, 1]n \ (D(γ, τ) ∩ [0, 1]n)

For k ∈ Zn\{0}, the set C(γ, τ, k) is contained between two hyperplanes separated by a distance
2γ

|k|1×|k|τ1
, its Lebesgue measure in the set [0, 1]n is therefore λ(C(γ, τ, k)) = 2γ

|k|τ+1
1

. Let us now
write:

C(γ, τ) =
⋃

k∈Zn\{0}
C(γ, τ, k)

=
⋃
l∈N?

⋃
k,|k|1=l

C(γ, τ, k)

The number of vectors k ∈ Zn \ {0} verifying the condition |k|1 = l can be bounded quite easily.
One has to fix one of the components of k to the value ±l, and then to find how many vectors
of dimension n− 1 one can write such that their components take their values between −l and
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l. Therefore, the cardinal of this set is bounded by 4nln−1. We then have:

λ(C(γ, τ)) ≤
∑
l∈N?

∑
k,|k|1=l

λ(C(γ, τ, k))

≤
∑
l∈N?

∑
k,|k|1=l

2γ
|k|τ+1

1

≤
∑
l∈N?

4n × ln−1 2γ
lτ+1

< 22n+1γ
∑
l∈N?

ln−1

lτ+1

< 22n+1γ
∑
l∈N?

ln−τ+2

Choosing τ = n, we conclude:

λ(C(γ, τ)) < 4n

3 π
2γ (5.3)

Therefore, λ(D(γ, τ) ∩ [0, 1]n) = 1 − 4nπ2γ/3 for γ sufficiently small. Taking the union for all
γ > 0, we deduce that D(γ, τ)∩ [0, 1]n has measure 1 in [0, 1]n. This result being independent of
the subset considered ([0, 1]n here), we showed that D(τ) and therefore Dioph have full Lebesgue
measure.

In our case, the application of the KAM theorem relies on the knowledge of the explicit
values of the constants appearing in the problem, such as the constants γ and τ . In the proof of
the last proposition, we can see that for τ > n− 1, almost every real belongs to the set D(τ). It
means that for γ small enough, the set of Diophantine numbers in D(γ, τ) is of measure strictly
positive.
When considering a random non-empty set E in Rn and some τ > n− 1, we would like to know
for what value of γ it is true that D(γ, τ) ∩A 6= ∅. To simplify the result, we will suppose that
E ⊂ [0, 1]n, as it does not change fundamentally the result (it is only a matter of rescaling). We
have the corollary:

Corollary 5.5. Let n ≥ 1, τ = n, and E ⊂ [0, 1]n such that its Lebesgue measure verifies
λ(E) > 0. If

γ ≤ 3λ(E)
4nπ2 , (5.4)

then we have E ∩D(γ, τ) 6= ∅.

Proof. This lemma follows from the proof of the previous theorem. Indeed, in the last section,
we proved the following result:

λ(C(γ, τ)) < 4n

3 π
2γ

Therefore, if λ(C(γ, τ)) < λ(E), it follows that λ(E ∩D(γ, n)) > 0.

As an example, in the case n = 4, for E ⊂ [0, 1]n and γ = λ(E)/850, there exists a
Diophantine vector in the set E.
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5.1.2 From the 2-dimensional case to an equivalent 1-dimensional case

The particularity of the 2 dimensional case for the Diophantine condition (the 1 dimensional case
being trivial) comes from the fact that we can find an equivalent expression of the Diophantine
condition, related to the approximation of a number by rationals. This last problem has been
studied a lot, and therefore, it allows one to use a lot of different tools when working on the
Diophantine vectors of dimension 2.

Definition 5.6. Define:

D2(γ, τ) =
{
α ∈ R, s.t. ∀(p, q) ∈ Z× N?,

∣∣∣∣α− p

q

∣∣∣∣ ≥ γ

qτ+1

}
D2(τ) =

⋃
γ>0

D2(γ, τ), (5.5)

Dioph2 =
⋃
τ>0

D2(τ)

We will prove the following lemma:

Lemma 5.7. ∀(ω1, ω2) ∈ (R+)2 such that ω1 < ω2:

(ω1, ω2) ∈ D(γ, τ)⇔ ω1
ω2
∈ D2

(
γ

ω2
, τ

)
Proof. Assume we have a vector ω = (ω1, ω2) ∈ (R+)2 ∩ D(γ, τ), the Diophantine condition is
the following:

|k1ω1 + k2ω2| ≥
γ

(|k1|+ |k2|)τ
, ∀(k1, k2) ∈ Z2 \ {0}

It is clear that if ω is Diophantine, then neither ω1 nor ω2 is null, and they cannot be equal as
well. Suppose now that |ω1| < |ω2|. Then, defining α = ω1/ω2, we can divide the preceding
condition by ω2:

|k1α+ k2| ≥
γ′

(|k1|+ |k2|)τ
, ∀(k1, k2) ∈ Z2 \ {0},

with γ′ = γ/ω2. In the case k1 = 0, the Diophantine condition requires |k2| ≥ γ′/|k2|τ , or
equivalently |k2|τ+1 ≥ γ′. We obtain γ′ ≤ 1. In fact, this upper bound holds for any k1, and is
called the pigeonhole principle of Dirichlet (again, see [28]). Now if k1 6= 0, for all k2 ∈ Z we
have: ∣∣∣∣α+ k2

k1

∣∣∣∣ ≥ γ′

|k1|(|k1|+ |k2|)τ
≥ γ′

(|k1|+ |k2|)τ+1

Therefore the condition to belong to the set D2(γ′, τ) holds.
For equivalents reason, if ω1/ω2 belongs to the set D2(γ, τ), then the vector (ω1, ω2) is in the
set D(ω2γ, τ).

The second definition of a Diophantine number is a one-dimensional condition (we got rid of
the second one, since only the ratio of the two components of the Diophantine vector matters).
The condition given by D2(γ, τ) can be thought as if we require our Diophantine number to be
at least at a distance 1/qτ+1 to any rational p/q.
In the three-body problem, it is not always the case that the frequency vector is far away from
the rationals (or from the resonant cases). For instance, the system Sun-Jupiter-Saturn is close
to the resonance 2:5, which means that the ratio of the periods of rotation of the planets around
the sun is close to 2/5.
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5.1.3 Continued fraction

When considering a Diophantine number, the main problem lies in the approximation of this
number by rationals. This approximation is relative to the denominator we are allowed to
work with: the larger the denominator, the closer must be the approximation, as we saw in
the different definitions of Diophantine vectors (∈ Dioph) or numbers (∈ Dioph2). Obviously,
rationals are well-approximated by a rational: when we authorize the denominator to be large
enough, the difference between the initial rational and the rational approximation is zero. The
Diophantine vectors are badly approximated by rationals, though it is not the case for every
irrational numbers, the latter are called Liouville numbers.
A representation convenient to work with is the continued fraction theory, of which we are going
to give the basics here, as well as some results concerning Diophantine numbers. For a more
exhaustive reference on this subject, one can consult [33].
The continued fractions of a real number is obtained by an algorithm, that has a finite number
of steps if the initial number is rational, and an infinite number otherwise.

Definition 5.8. Continued fraction algorithm: Let α ∈ R, call a = bαc, and b = α − a.
If b = 0, then the continued fraction of α is [a], if b 6= 0, then the continued fraction of α is
[a, a1, a2, ...] where [a1, a2, ...] is the continued fraction of 1/b.

Hence, any real number α can be written in the form α = [a0, a1, ..., an, ...], with ai ∈ N for
i ∈ N. Now, define the following sequences for n ∈ N:

p−2 = 0, p−1 = 1, pn = anpn−1 + pn−2,

q−2 = 1, q−1 = 0, qn = anqn−1 + qn−2.

The fractions pn/qn for n ∈ N are called the convergents of of α. They approach very well the
real number α, in fact:

Proposition 5.9. For α ∈ R, n ∈ N, we have:∣∣∣∣α− pn
qn

∣∣∣∣ < ∣∣∣∣pq
∣∣∣∣ ∀p ∈ Z, q ∈ N \ {0}, such that q < qn.

This proposition is a corollary of the fact that the following inequality holds:

1
qn(qn + qn+1) <

∣∣∣∣α− pn
qn

∣∣∣∣ < 1
qnqn+1

. (5.6)

We will prove this inequality quite easily in the next section. Observe besides that the even
convergents are approaching the real number by lower values, whereas the odd convergents are
approaching it by upper values.
A useful result in the theory of Diophantine approximation is the following (see [72]):

α ∈ D2(τ)⇔ qn+1 = O(qτ+1
n ),

α ∈ Dioph2 ⇔ log(qn+1) = O(log(qn)).

Loosely speaking, this result means that the sequence (an)n∈N cannot grow too fast. In other
words, if we fix the value

γn = qτ+1
n ×

∣∣∣∣α− pn
qn

∣∣∣∣ ,
for the γn to decrease at some step n (γn = min0≤i≤n(γi)), one has to have an very large
compared to qn. A number that is not Diophantine is a number for which lim infn→∞ γn = 0,
and therefore for which a subsequence of the (an)n∈N grows very fast. This discussion enlightens
the fact that the complement of the set of Diophantine numbers is of null-measure.
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5.2 Stern-Brocot tree and approximations of irrational numbers

The continued fraction theory is a convenient way to understand the real numbers, and how they
can be approximated. Another way to see the numbers and their distribution is to work with
the Stern-Brocot tree, that is a visual tool allowing to understand better the approximations of
real numbers. It will moreover allow us to derive a simple result that will be important when
considering the plane planetary three-body problem.

5.2.1 Building the Stern-Brocot tree

The Stern-Brocot tree is a binary tree, introduced independently by Stern, in 1858, and Brocot,
in 1861, to compute all the irreducible fractions, in a simple and organized way. We will explain
here how to build this tree, and show its basic properties (see [55], [8] and [9] for a deeper study
of the subject).

The Stern-Brocot tree is built in an iterative way. First define the following addition between
two positive rationals:

Definition 5.10. Let p1
q1

and p2
q2

be two positive rationals:

p1
q1
⊕ p2
q2

= p1 + p2
q1 + q2

.

This simple addition rule is the key of the tree we will build (though it would pull out hair
of any school teacher). Observe that the result belongs to the interval:]

min
(
p1
q1
,
p2
q2

)
,max

(
p1
q1
,
p2
q2

)[
.

Consider the following fractions that will be the roots of the tree, 0
1 and 1

0 , and place them on
the top left and top right. This choice of roots will allow us to construct every positive real
numbers. Choosing 0

1 and 1
1 as the roots would give all the rationals in the set [0, 1]. One can

now add the two roots with the previously defined addition, and put the result in the middle,
that is 1

1 . The fraction obtain will be called the child; his parents are the two fractions from
which the child is obtained by the previous addition rule (here the parents are the two roots
of the tree). The parents and the child are called adjacent. For the next step, take every pair
of adjacent fractions (

(
0
1 ,

1
1

)
and

(
1
1 ,

1
0

)
), and add them in the same way as before, linking the

"youngest child" to the new fractions and each time placing the child in the middle of the two
parents. By iterating this process, one can construct a infinite tree, starting from 1

1 , resembling
the one in figure 5.1 after 5 steps. We will show the following results:

Proposition 5.11. Two adjacent fractions p1
q1

and p2
q2

in the Stern-Brocot tree verifies p1q2 −
p2q1 = 1.

Corollary 5.12. The difference between a parent fraction p1
q1

and a child p2
q2

is equal to 1
q1q2

.

Proposition 5.13. Every strictly positive irreducible rational is represented in the Stern-Brocot
tree.

Proof. Proof of proposition 5.11: Let us show this result by recurrence on the depth of the
tree:
• The roots of the tree are 0

1 and 1
0 , hence it is true at depth 0.

• Assume the proposition to be true at step n of the construction of the Stern-Brocot tree (hence
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Figure 5.1: Stern-Brocot tree, starting from the two initial roots 0
1 and 1

0 . The tree shows 5 steps of the main
procedure.

for a depth n). Consider two adjacent fractions p1
q1

and p2
q2

at the step n+ 1. One is the parent
of the other one, for instance let p1

q1
be the parent. We have

p2
q2

= p1 + p

q1 + q
,

where p
q is the other parent. We have:

p1(q1 + q)− q1(p1 + p) = p1q − pq1 = 1,

by hypothesis of recurrence, hence the proposition.
The corollary is immediate.
Proof of proposition 5.13: Let a

b be a strictly positive irreducible rational, not represented at
step n of the construction of the Stern-Brocot tree. Its value belongs to an interval of adjacent
irreducible rationals of the Stern-Brocot tree at step n:

]
p1
q1
, p2
q2

[
. At step n + 1, there exists 3

possible cases:

1. a
b

= p1 + p2
q1 + q2

. In this case, the initial rational belongs to the Stern-Brocot tree at the next
step.

2. a
b
<
p1 + p2
q1 + q2

. Then replace p2
q2

by p1 + p2
q1 + q2

.

3. a
b
>
p1 + p2
q1 + q2

. Then replace p1
q1

by p1 + p2
q1 + q2

. The algorithm consists in iterating this process
until we are in the first case. This algorithm stops after a finite number of steps. Indeed, we
have after some step k:

p

q
<
a

b
<
p′

q′
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Figure 5.2: Path followed for the word RL2R3L: starting from the rational 0
1 , the image of this word is the

rational 7
16 .

where the two new fractions are adjacent. Hence:

aq − bp ≥ 1,
bp′ − aq′ ≥ 1,

from which we deduce:

a+ b = (p′ + q′)(aq − bp) + (p+ q)(bp′ − aq′)
≥ p′ + q′ + p+ q.

The two values p + p′ and q + q′ strictly increasing at each steps, and a + b being fixed, the
algorithm stops, hence the proposition.

Observe that if we remove some branches of the tree we just built, we obtain the Farey
sequence at some order, which is the the sequence of irreducible fractions between 0 and 1 which
have denominators less than n and is arranged in increasing order.

5.2.2 Binary paths and continued fractions

In the binary Stern-Brocot tree, one can go down the tree by choosing at each level a direction,
left or right, which will lead to a rational. Since every irreducible positive rational is represented
(by adding the root 0/1 in the tree), one can define a one-to-one correspondence between them
and a specific path. Define the following set:

M{L,R} =
{
Rn1Ln2 ...RniLni+1 ...,∃l ∈ N, (ni)i∈N ∈ (N)N , such that

∀1 ≤ i ≤ l, ni > 0, and ∀i > l, ni = 0} .

This set is a set of all the finite words composed of the two letters L and R, starting with
letter R (the empty string belongs to this set). Now, for any word in M{L,R}, consider the
following algorithm starting at the fraction 0/1 of the Stern-Brocot tree: if the first letter of the
word is R, then go down to the right child, if it is L, go down to the left child; remove the first
letter of the word, and iterate until the word is the empty string. At the end of the process, we
associate the word and the rational we are on (see figure 5.2).

Call the function that associates the word to the rational obtained f . Using the proposition
5.13, it is straightforward that:
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Figure 5.3: Example of convergents and truncations of some order for a specific path in the Stern-Brocot tree.
The truncations are the words that finish at some turn, the convergents the word cut right before a turn happens.

Proposition 5.14. The following function is a one-to-one correspondence:

f : M{L,R} → Q ∩ R+. (5.7)

Observe that by taking the symmetric of the tree we have built with respect to the root 0/1,
we could have built a left tree with negative numbers, then allowing the words to start by the
letter L, and hence the bijection would be a bijection between all the words and Q.

When looking at the setM{L,R}, we can define different interesting tools:

Definition 5.15. The length l(a) of a word a ∈ M{L,R} is defined by l(a) = maxi∈N(ni 6= 0)
where a = Rn1Ln2 .... The truncation of order j of a word a is tj(a) = a = Rn1Ln2 ...xnj

where x ∈ {L,R}. The convergent of order j of a word a is cj(a) = a = Rn1Ln2 ...xnj−1 where
x ∈ {L,R}.

The length of the word corresponds to the number of times we did a turn on the way down,
counting from one. The truncation of order j hence corresponds to the fraction located at the
jth turn on the way down. The convergent of order j is the fraction reached just before reaching
this turn (see figure 5.3).

Now we can link this construction to the continued fraction.

Proposition 5.16. Let a ∈M{L,R} be defined by a = Rn1Ln2 ...RniLni+1 ..., then

f(a) =
[
n1 − 1, n2, ..., nl(a)−1, nl(a) + 1

]
(5.8)

f(cj(a)) = pj
qj

(5.9)

where the last fraction is the convergent of the fraction f(a).

The Stern-Brocot tree is therefore a visualization of the continued fractions, that allows us to
see more clearly the different implications of the continued fractions. Note that if one wants to
consider only the Diophantine numbers between 0 and 1, it is possible to start from the fraction
1/1, consider only the words that starts by L, and to let the first term of the continued fraction
be zero.
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Proof. Observe on the Stern-Brocot tree that for a word a = Rn1 ...xnl(a)−1ynl(a) of length l(a) >
1, with (x, y) = (L,R) or (R,L), we have the relation:

f(a) = f(Rn1 ...xnl(a)−1ynl(a)−1)⊕ f(Rn1 ...xnl(a)−1−1). (5.10)

Using this relation, we can proceed by recurrence on the length of the word.
Consider a word a = Rn, the previous rule is not direct since l = 1. Though observe that we
have:

f(Rn) = n× 1 + 0
n× 0 + 1 = n

1 = n = (n− 1) + 1.

The words of length l = 2 can be written RnLm. Using relation (5.10), we see that:

f(RnLm) = f(Rn−1)⊕ f(RnLm−1)
= f(Rn−1)⊕ f(Rn−1)⊕ f(RnLm−2)
= f(Rn−1)⊕ f(Rn−1)⊕ ...⊕ f(Rn)

= n− 1
1 ⊕ n− 1

1 ⊕ ...⊕ n

1

= m× (n− 1) + n

m+ 1

= (m+ 1)(n− 1) + 1
m+ 1 = (n− 1) + 1

m+ 1
f(RnLm) = [n− 1,m+ 1]

The proposition is proved for words of length l ≤ 2.
Consider the proposition to be true for a word of length l > 1. Let a = Rn1 ...xnlynl+1 be a word
of length l + 1, with (x, y) = (L,R) or (R,L).

f(a) = f(Rn1 ...xnl−1) = [n1 − 1, n2, ..., nl−1, nl + 1] = pl
ql

Using the relation (5.10) nl times, we have in fact:

f(a) = f(Rn1 ...xnl)⊕ nlpl
nlql

= f(Rn1 ...ynl−1xnl−1)⊕ f(Rn1 ...ynl−1−1)⊕ nlpl
nlql

= pl
ql
⊕ pl−1
ql−1

⊕ nlpl
nlql

= (nl + 1)pl + pl−1
(nl + 1)ql + ql−1

= [n1 − 1, n2, ..., nl, nl+1 + 1] .

Observe that the fact that the roots of the tree are 0
1 = p−2

q−2
and 1

0 = p−1
q−1

is responsible for
this equivalence between the this approach and the continued fraction one. The visualization
that offers the Stern-Brocot tree allows to think only with vertices, which represent the words.

5.2.3 Infinite length words and Diophantine condition

Considering the closure of the setM{L,R}, we can now work on the irrational numbers with the
Stern-Brocot tree. Call

M = Cl
(
M{L,R}

)
,
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we have:

f :M→ R+

The words we are now looking at are the words a = Rn1Ln2 ...RniLni+1 ... with ni ∈ N. These
words correspond to the (infinite) continued fraction [n1 − 1, n2, ..., ni, ...].
Observe that we can easily prove the inequality (5.6) with the construction of the Stern-Brocot
tree. Indeed, any Diophantine vector α with corresponding word a belongs to the interval
determined by the image by f of the words cj(a) and tj(a), but does not belong to the interval
determined by the image by f of the words cj(a) and tj+1(a) (recall figure 5.3). These two
fractions are given by the formulas:

f(cj(a)) = pj
qj

f(tj+1(a)) = pj + pj+1
qj + qj+1

,

since the parent of tj+1(a) are cj(a) and cj+1(a). The inequality (5.6) is then straightforward,
using corollary 5.12 for the adjacent fractions (cj(a), cj+1(a)) and (cj(a), tj+1(a)).

With the infinite words, we can consider Diophantine numbers. The properties of Diophantine
numbers obtained with the help of continued fractions can be demonstrated using the Stern-
Brocot tree and the relation between adjacent fractions.
In the Stern-Brocot tree, the Diophantine condition can be visualized by considering the words
in which the number of times we go left or right in a row is not too large compared to the depth
we are at. Observe for instance that the golden ratio is given by the word [R2LRLR...].
The frequencies we will be interested in while applying theorem 2.15 are of different order of
magnitudes. In this case, one can consider an integer K such that the first frequency is 1, and
the second one is close to 1/K. Using the Stern-Brocot tree construction we will prove two
propositions for this kind of frequency distribution.

Proposition 5.17. Let K ≥ 2, then the Lebesgue measure of the set:] 1
K + 1 ,

1
K

[
∩D2

( 1
K + 1 , 2

)
is strictly positive.

We chose to let τ = 2 in this proposition, though any other choice τ > 2 would have been
possible (possibly changing the minimum value of K). This proposition means that if we can
let the frequency ω change by a small value, then we can find a Diophantine vector close to it,
and with a value of γ close to the maximal one (the value of γ is bounded by ω). By symmetry
of the denominators in the Stern-Brocot tree, we have as well:

Corollary 5.18. Let K ≥ 2, then the Lebesgue measure of the set:]
1− 1

K
, 1− 1

K + 1

[
∩D2

( 1
K + 1 , 2

)
is strictly positive.

To prove the proposition, we will first prove the following lemma.

Lemma 5.19. Let τ > 1 and p

q
<
r

s
be two adjacent fractions in the Stern-Brocot tree, then the

Lebesgue measure of the set{
ω ∈

]
p

q
,
r

s

[
such that ∀a ∈ Z, b ∈ N \ J0,min(q, s)− 1K,

∣∣∣∣ω − a

b

∣∣∣∣ ≥ γ

bτ

}
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with γ verifying the following assumption

γ

( 2qs
(q + s)τ + 2

τ − 2
1

(q + s)τ−2 + q

sτ−1 + s

qτ−1

)
< 1 (5.11)

is strictly positive.

Proof. The idea of the proof relies on the study of the complement of this set in the interval]
p
q ,

r
s

[
. The other important idea is that, given the construction of the Stern-Brocot tree, the

only intervals we have to consider in the complement are the ones around the fractions of the
form a

kq+ls with k, l ≥ 1. Indeed, since the two initial fractions are adjacent in the Stern-Brocot
tree, all children of these rationals are of this form. There still exists some repetitions when
considering all these fractions (for instance 2a

2(kq+ls) = a
kq+ls), but this will be sufficient here.

In the initial interval, we remove an interval of size γ
qτ on the left, and γ

sτ on the right. The
measure of the other intervals we are considering is bounded by:

S =
∑
k,l≥1

2γ
(kq + ls)τ

Bounding this term by an integral, we have:

S = 2γ
∑
k≥1

( 1
(kq + s)τ + 1

τ − 1
1

s(kq + s)τ−1

)

= 2γ
( 1

(q + s)τ + 1
τ − 1

( 1
q(q + s)τ−1 + 1

s(q + s)τ−1

)
+ 1

(τ − 1)(τ − 2)
1

qs(q + s)τ−2

)
= 2γ

( 1
(q + s)τ + 1

τ − 2
1

qs(q + s)τ−2

)
.

The condition on the measure of the set we are interested in to be strictly positive is therefore:

γ

( 2
(q + s)τ + 2

τ − 2
1

qs(q + s)τ−2 + 1
qτ

+ 1
sτ

)
<

1
qs
.

Hence the lemma.

One can improve this limit for γ by considering the first intervals of the complement, in
order to remove some repetition.
Regarding the Diophantine condition, it is necessary to check if the intervals

]
a
b −

γ
bτ ,

a
b + γ

bτ
[
for

some b ≤ min(q, s) intersect or not the interval
]
p
q ,

r
s

[
. If it is not, then a constant γ such that

the measure of the set in the lemma is strictly positive implies that the measure of Diophantine
vectors in this interval is strictly positive too.
We can now prove the proposition.

Proof. First, observe that for γ = 1/(K + 1):] 1
K + 1 ,

1
K

[
∩ ]−γ, γ[ = ∅.

Hence, for the denominators equal to one, there is no problem. Using lemma 5.19 in the case
τ = 3, pq = 1

K+1 and r
s = 1

K , the condition (5.11) of the lemma is:

2
(2K + 1)3 + 2

K(K + 1)(2K + 1) + 1
K3 + 1

(K + 1)3 <
1
K
.



5.2. Stern-Brocot tree and approximations of irrational numbers 135

Bounding K + 1 from below by K, we obtain:

2
(2K + 1)3 + 2

K(K + 1)(2K + 1) + 1
K3 + 1

(K + 1)3 <
1

4K2 + 1
K2 + 1

K2 + 1
K2

<
13

4K2 .

Since K ≥ 2, γ = 1/(K + 1) satisfies indeed the inequality of lemma 5.19.
In all the work we have done, we only considered the denominators of the fractions. By symmetry
of the denominators in the Stern-Brocot tree between the fractions 0/1 and 1/1, the corollary
is immediate.

Observe on the Stern-Brocot tree the particularity of the golden ratio. At each step, when
going down, we change side, "bouncing" from left to right or right to left, therefore avoiding
being close to a rational. In this particular case, the optimal constant γ such that the golden
ratio φ = 1+

√
5

2 belongs to a set D(γ, τ) for τ = 1 is equal to:

γ = 3
2 −
√

5
2 .

This limit is reached when considering φ− 2
1 . The maximal value of γ is therefore reached for a

denominator equal to one. We are interested in finding other irrationals of this kind, such that
the condition on γ is fixed by the fraction of denominator equal to 1.

Lemma 5.20 (Optimal Diophantine condition in γ and τ). Let K ≥ 2, define

ω = 2K − 1−
√

5
2K2 − 2K − 2 = 1

K + (φ− 1) , (5.12)

then we have ω ∈ D2(ω, 2).

The irrational ω we have just built corresponds to the word RLKRLRLR..., i.e. when
reaching the fraction 1/(K + 1) in the Stern-Brocot tree, then one has to alternate right and
left to reach ω.

Proof. For K ≥ 2, we have obviously: ∣∣∣∣ω − 0
1

∣∣∣∣ ≥ ω

12

Now we need to consider the other convergents of this irrational number. The second one is 1
1 ,

it is clear from the definition of ω that 1− ω > ω. The next convergents will be:

1
K

; 1
K + 1; 2

2K + 1; 3
3K + 2; 5

5K + 3 ...

or by definition, they will be of the form pn
qn

= un+1
un+1K+un , where un is the Fibonacci sequence.

We want to check that:

q2
n

∣∣∣∣ω − pn
qn

∣∣∣∣ ≥ ω,
or equivalently ∣∣∣(un+1K + un)2ω −Ku2

n+1 − unun+1
∣∣∣ ≥ ω.

To simplify the discussion, we will check this inequality only for the convergents approaching ω
by lower values (the other ones not being important in our case). We will prove that the left
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term of the previous inequation actually converges to a constant value, not depending on K,
and higher than ω. Indeed:

(un+1K + un)2ω −Ku2
n+1 − unun+1 = u2

n+1

((
K + un+1

un

)
ω

)(
K + un+1

un
− 1
ω

)
= u2

n+1

((
K + un+1

un

)
ω

)(
un
un+1

− (φ− 1)
)
.

The term
(
K + un+1

un

)
ω converges to one. Now we have to study the following term (independent

of K):

u2
n+1

(
un
un+1

− (φ− 1)
)
.

Using the properties of the Fibonacci sequence, and the definition of φ, we obtain:

u2
n+1

(
un
un+1

− (φ− 1)
)
→ 1√

5
> ω.

Hence, the worst case is the case with denominator 1.

This lemma ensures the existence of a Diophantine number ω that is optimal in γ and τ
in some intervals, i.e. ω ∈ D2(ω, 1). It is therefore possible by changing slightly the initial
frequencies to consider that they have a ratio of the previous form. We will use the following
definitions when considering Diophantine vectors:

Definition 5.21. The Diophantine vector ω = (ω1, ..., ωn) ∈ Rn is called optimal in γ and τ if
ω ∈ D(mini(ωi), n). It is called optimal in γ for some fixed τ if ω ∈ D(mini(ωi), τ).

With the previous work, we have the proposition:

Proposition 5.22. Let ω1 ∈ R and ω2 = ω1× (K+φ− 1), with K ≥ 2, then the vector (ω1, ω2)
is optimal in γ and τ .

5.3 Resonances and gaps of Diophantine conditions

In the KAM theorem, for a fixed value τ in the Diophantine condition, some of the hypotheses
depend on γ, and if they do, they depend linearly on it. We can therefore wonder how does the
distribution of the Diophantine vectors at a fixed γ and τ look like, so as to know what mass
would be KAM stable given an initial position. We therefore want to give a physical criterion
representing a power of stability in a fixed interval.
Physically, we will consider the following question. Consider a star and a planet, for instance
the system Sun-Jupiter. We consider that the conditions to apply the KAM theorem [62] to a
third mass are satisfied, and that they are only related to the factor γ (τ is fixed). Under these
assumptions, one can model the total mass KAM stable in an interval I by considering the value
of:

m ∼ γ × λ(D(γ, τ) ∩ I),

where λ is the Lebesgue measure.
This modeling suffers a lot of flaws, though it allows to consider a stable mass on a specific
interval. On the same interval, for some γ′ < γ, we have:(

D(γ′, τ) \D(γ, τ)
)
∩ I 6= ∅.
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Hence, we can consider that the mass that would be stable in this interval is closer to the value

m ∼ γ × λ(D(γ, τ) ∩ I) + γ′ × λ
(
D(γ′, τ) \D(γ, τ)

)
∩ I)

∼ γ′ × λ(D(γ′, τ) ∩ I) + (γ − γ′)× λ(D(γ, τ) ∩ I).

Step by step, by decreasing γ, we can obtain the desired value.

Definition 5.23. The power of stability in an interval I ⊂ [0, 1] is the following value:

PoS(I) = 1
λ(I)

∫ 1

0
λ(D(γ, τ) ∩ I)dγ.

We stopped the integral at the value 1, though the maximal value depends on τ .
Given the difficulty of obtaining a precise expression of the measure of the set D(γ, τ), we do
an approximation using a Riemann sum, and try to compute this value numerically. Consider a
variable N > 0, we divide the integral in a sum for different intervals of the value γ:

]
k
N ,

(k+1)
N

[
for k = 0, ..., N − 1 (we can stop before N − 1 in the actual computation). We consider as well
the sets D2(γ, τ) instead of D(γ, τ) so as to simplify the computation. Therefore, the planet will
have a frequency equal to one around the star, and we put our interest only on the frequency of
the other body. The numerical scheme we will apply is the following:
•We first compute all the rational fractions with denominator less or equal to m in the interval
[0, 1].
• We consider the complementary set of D2(k/N, τ), and compute the union of every interval
of the form:

Cm,N =
⋃

(p,q): p
q
∈Q∩[0,1],0<q≤m

]
p

q
− k

Nqτ
,
p

q
+ k

Nqτ

[
.

In figure 5.4, we represented the first intervals to eliminate as a function of γ.
•We intersect this set with an interval I, that we will take if the form I = Ik′,M =

]
k′

M ,
k′+1
M

[
where M ≥ 1 and k ∈ J0,M − 1K, and calculate its Lebesgue measure. We then add the results
using:

PoS(Ik′,M ) ∼M
N−1∑
k=0

(k + 1/2)
N

× λ
(
D2

(
k

N
, τ

)∖
D2

((k + 1)
N

, τ

))
. (5.13)

When computing the formula (5.13) by this mean, we can see that two approximations were
made. First, we considered a Riemann sum, which relies on choosing a large value of N to
approach the real value of PoS(I). Secondly, we omitted to remove the size of all the intervals
around rationals with denominators larger than m. We will justify the computation here by
estimating the difference between the truncated sum we just did and the sum over all rationals.
Observe that for some 0 < k′ < M − 1, the size of the interval Ik′,M is 1/M . Hence, there
exists only one rational of denominator M + 1 in this interval. This stays true until we reach
the rationals with denominator 2M + 1: then there exists two rationals in this interval. With
the same reasoning, there is in fact b(l− 1)/Mc rationals in the interval Ik′,M with denominator
l > M . It is not the case for rational with denominators less than M , hence we will fix m ≥M .
We can now bound the error on the Lebesgue measure of the considered set by adding the size
of all the intervals we did not considered, even if some of them are not disjoint. It gives:

λ

(
D2

(
k

N, τ

))
− λ

(
Cm,n ∩

[
k′

M
,
k′ + 1
M

[)
≤
∑
q>m

2kM
Nqτ+1 ×

⌊
q − 1
M

⌋

≤
∑
q>m

2kM
NMqτ

≤ 2k
Nmτ−1 .
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Figure 5.4: In this figure, τ = 1. In abscissa, the interval [0, 1], and in ordinates, the value of γ. The interval
to eliminate around a rational is increasing with the value of γ. In red is represented an example for γ = 1/5,
for which we removed the intervals around the rationals of denominator less than 5. In blue is represented the
maximum γ can reach for τ = 2, there are two reals in [0, 1] (related to the golden ratio) verifying this condition.

Summing this error over all the k ≤ 4/10N (the maximal value for γ is (3 −
√

5)/2 ∼ 0.4), we
obtain the following error on the evaluation of the power of stability:

δm,N
(
PoS(Ik′,M )

)
≤ 1
mτ−1

( 3
15N + 16

25 + 16N
375

)
.

Hence, if we choose m sufficiently large compared to N , the error gets small. Observe that the
estimate on the error is not optimal. With this error, we need τ to be large enough to get an
idea of the real power of stability. However, it is a large upper bound of the true error.

The results are shown in figure 5.5 in the case τ = 2 and for the following values: N = 400,
M = 10000 m = 10000. For these values, the error on the power of stability is less than
δ ≤ 0.0018, and the power of stability varies from the values 0 to 0.225.

We can see in this figure the impact of the resonances on the power of stability of intervals
close those resonances. The slope that envelops the data is the resonance 0:1. We observe a
large gap for the resonance 1:2, and other gaps at resonances 1:3, 1:4 and 2:5. As expected, near
the resonances, the KAM theorem does not imply much stability, since one has to consider very
small values of γ to have a set D2(γ, τ) that is not empty.
This image gives an idea of the KAM stability among the asteroid belt between Mars and
Jupiter. We can re-scale this image looking this time at the semi-major axes, using the third
Kepler’s law. An example is shown in figure 5.6 for the previous values. One can relate very
cautiously this figure to the number of asteroids between 2UA and 3.5UA in the solar system,
shown in figure 5.7 (source:NASA [51]).

If some similarities appears, the KAM theorem does not imply anything on possible insta-
bilities. Hence, one should not draw any conclusion from the two previous figures. As well, in
the asteroid belt, we are not in the case of a three-body problem. Though, it is important to
have an idea of the presence of Diophantine vectors in such a set.
To understand better the decay with τ of the power of stability, or more precisely of its approx-
imation by the previous computation, we drew the figures for τ = 1.1, τ = 1.5, τ = 2, τ = 3,
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Figure 5.5: Power of Stability for τ = 2 in the interval [0.2, 0.51] for N = 400, M = 10000 and m = 10000, with
an error δm,N < 0.0018.

Figure 5.6: Rescaled Power of Stability for τ = 2 and distances to the sun between 2UA and 3.3UA, with
N = 400, M = 10000 and m = 10000, and an error δm,N < 0.0018.
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and for the previous values of N, M, m. The error becomes very large for small values of τ ,
larger than the actual PoS.



5.3. Resonances and gaps of Diophantine conditions 141

Figure 5.7: Number of asteroids with well-determined orbits with semi-major axis larger than 2UA and less
than 3.5UA (source:NASA).
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Figure 5.8: Power of Stability for τ = 1.1, N =
400, M = 10000 and m = 10000.

Figure 5.9: Power of Stability for τ = 1.5, N =
400, M = 10000 and m = 10000.

Figure 5.10: Power of Stability for τ = 2, N = 400,
M = 10000 and m = 10000.

Figure 5.11: Power of Stability for τ = 3, N = 400,
M = 10000 and m = 10000.



Chapter 6

Computation and discussions

In this chapter, we apply the theorem of chapter 3 to the perturbation with the estimate of
chapter 4. Because of the definition of the different variables and the complexity of the assump-
tions, we use a computer to verify them. However, since the computer has a finite precision, it
can be necessary at some points to halve or double a constant because of the loss of precision
we might have suffered. Let us give a short formulation of the result.

Theorem 6.1. In the plane planetary three-body problem, if m1 ∼ m2 ∼ 10−85m0, there exists
quasi-periodic motions, depending on three frequencies in the rotating reference frame, that is
close to Keplerian motion.

The constraints we require will be quantified more precisely along the computation. If KAM
theorem can always be applied when decreasing the size of the perturbation P , the scheme we
suggested relies a lot on the different steps we did, and on the norm of P as well. When releas-
ing some constraints, as for instance letting m2/m1 go to 0, KAM theorem cannot be applied
automatically anymore, and it needs to be discussed. Besides, when checking the hypotheses,
we need to fix some values for the analyticity widths, and these values have a great impact on
the possibility of applying the KAM theorem. Indeed, there is a competition between the size of
the perturbation, depending on a lot of constants, and the size of ε for which the KAM theorem
is valid. For instance, when letting the masses of the planets go to 10−200m0, the initial choice
of width that was working in the first case does not work anymore, one has to change the value
of the analyticity width r′ in the direction of the actions to make it work again.
For these reasons, we will be interested in studying only one system, with a fixed initial geom-
etry, with fixed masses, and we will perform a change of variable such that the Hamiltonian is
integrable. Close to these initial geometric values of the system, the KAM theorem applies.

6.1 Computation of the KAM theorem

We give here the different initial values to make the theorem work for a ratio of masses 10−85.
We give as well all the information that is necessary in order to understand the computation,
as the analyticity widths, the size of the perturbation, the different necessary and sufficient
conditions of KAM theorem, etc.

6.1.1 Initial Conditions

First, let us consider the geometry of the system. Regarding the semi-major axes, we consider
the first planet to have a semi-major axis close to Jupiter’s one, and the second planet will be
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considered a lot further:

a1 = 5.2UA,
a2 = 5.2× 1012UA,
where 1UA = 149597870700 m.

We will discuss the eccentricities of the system later. The masses are:

m0 = 2× 1030 kg,
m1 = m2 = 10−85m0,

Ggrav = 6.67408× 10−11.

We can then computeM1,M2, µ1, µ2, σ0, σ1, as well asHKep. First, we have Λ0,1 = 2.04×10−39 =
10−6Λ0,2.
Considering the analyticity widths, we choose:

r1 = 1.35× 10−30Λ1 ∼ 2.75× 10−69,

ρtemp =
√

2(Λ1 − r1)× 10−46 ∼ 6.38× 10−66,

r′ = 3× 10−219.

Finding values that work depends mostly on studying the ratio between the different terms of
the perturbation and the condition of the KAM theorem.
Considering the analyticity width in the angles, we fix an initial value t = 2. With this value,
we will be able to determine an analyticity width λ′ using the implicit equation we derived when
studying the complex Kepler’s equation. As for now, only observe that we have t ≥ λ′.
To define ρ′, one had to take care of the change of variables from (ξi, ηi) to Cartesian coordinates.
In this aim, define m = ρ2

temp/4 and M = 2m. Then, using lemma 4.3, we define the value of
ρ′temp by the formula

ρ′temp = max
(

r

2
√

2m
cosh s+

√
2m(cosh s− 1), r

2
√

2M
cosh s+

√
2M(cosh s− 1)

)
,

ρ′temp ∼ 2.50× 10−65,

using s = t ≥ λ′. Now we can define

ρ0 ∼ 2.55× 10−63,

ρ′0 ∼ 1.56× 10−63,

µ ∼ 3.83× 10−21 <
√

Λ1 ∼ 4.51× 10−20.

Observe that there is only an order of magnitude between µ and
√

Λ1. However, with the
estimates on the perturbation made in chapter 1, we are far enough from a singularity of the
perturbation and this value is not alarming.
This choice of m and M leads to values of real eccentricities verifying:

e1 ≤ 1.42× 10−46,

e2 ≤ 1.42× 10−49.

As expected, they are very small. We can also find a value of λ′ using the different definitions
we have done. We have:

λ′ ∼ 1.35234,
t1 = 2,
t2 ∼ 1.35234,

where t1 and t2 are the width in eccentric longitude.
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6.1.2 Secular Hamiltonian and set of frequencies

In this part, we compute the initial secular Hamiltonian, its frequencies, and the analyticity
width h′ in frequencies.
The Kepler Hamiltonian is straightforward to compute. Regarding the secular part of the per-
turbation, we chose a very small ratio for the semi-major axes: 10−12. Computing precisely the
secular Hamiltonian has two main goals: finding the frequencies of the system, and determining
h′. However, we do not compute every term of the secular Hamiltonian, but consider only the
first term in the development in semi-major axes. This approximation relies on the fact that
the ratio of the semi-major axes is chosen very small, and hence will have a very small impact
on the determination of the frequencies (plus the fact that the precision of the machine is not
infinite). An approximation could still change in a noticeable way the value of the analyticity
width. Nevertheless, if the approximation is very small, we will divide or multiply by 2 the re-
sults each time we feel that the approximation would have possibly had any noticeable impact.
We compute first the coefficients di,j,k of appendix A.2.1 to the first order. There is an order of
magnitude of 24 when comparing the first term and the remainder of the expansion in power of
the ratio of the semi-major axes (coming from the (a1/a2)2 factor between consecutive terms).
The value of the linear terms in I3 and I4 are:

d100 ∼ 1.26× 10−129,

d010 ∼ 1.26× 10−135,

d001 ∼ −3.16× 10−144.

Consider now the rotation variable υ: by definition, for x = d100−d010
d001

, it is of the form

υ = −x+
√

1 + x2 ∼ −1
x

[ |x| → +∞],

and therefore
υ ∼ −1/x = −d001

d100 − d010
∼ 2.5× 10−15.

Hence, we will do a further approximation to derive the terms d′i,j,k. We will consider υ = 0, and
they will be equal to the terms di,j,k. This approximation relies again on the initial values we
have chosen, and the change of frequencies would have been of order 10−20 times the frequencies
without it.
With the coefficients d′i,j,k, we can now derive the linear Hamiltonian H0,1 explicitly, as well
as the frequencies. It then remains to determine the analyticity width in frequencies. In the
actual computation, one needs first to estimate the value of the transitional Hamiltonian that
is required to compute H0,2 and H0,3. We will keep this calculation for later, though it is true
that the terms involved in H0,3 − H0,1 are again very small compared to the terms in H0,1
(using Cauchy’s inequality shows that the order of magnitude is more than 50). Proceeding as
in the end of chapter 4, we can determine an approached value of h′ by computing the largest
term of the adjugate matrix, and considering the dominant matrix. In this computation, we do
not hesitate to double or halve the results that appear, in order to remove the impact of the
approximations. We can choose h ∼ 2.2× 10−173.

6.1.3 Size of the perturbation and KAM conditions

Using all the work we have done in chapter 1, we are able to determine the size of the perturbation
in the set DΛ0,r,ρ0,ρ′0,λ

′ :

‖Hpert‖DΛ0,r,ρ0,ρ′0,λ
′ ≤ 4.26× 10−163
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Applying corollary 2.16, we get an estimate on the new perturbation, and we iterate it 2 more
times. This is the first time we need to consider the Diophantine constant. When applying
this corollary, we are in dimension 2n with n = 2. Hence the frequency vector is a vector
(ω1, ω2). We choose it to be optimal in γ for τ = n, where the optimality is define in 5.21.
When using the computer, the numerical precision implies that we cannot choose our vector to
be Diophantine. Though, in a small neighborhood of our initial values, where the application
of the KAM theorem still works, such a vector exists. The ratio between these frequencies is
10−18, and hence, by changing very slightly the initial values of the semi-major axes, one can be
as close as wanted to this point. Hence, we choose γ2 = min(ω1, ω2)/2 ∼ 8.4× 10−27, the factor
1/2 being there to absorb the approximations of the frequencies. γ2 will be used only for these
steps in dimension 4 (n = 2).
The size of the different transformations are:

ε2 ≤ 2.62× 10−200,

ε3 ≤ 6.52× 10−270,

ε4 ≤ 5.39× 10−406.

Now, applying the different proposition 4.8,4.9 and 4.10, we obtain respectively:

1. Remainder of the perturbation after 3 steps of corollary 2.16: ε4 ≤ 5.39× 10−406,

2. Remainder of the BNF: ≤ 3.49× 10−406,

3. Remainder of the part of the transitional Hamiltonian depending on the eccentricities:
≤ 1.24× 10−436,

4. Non-linear remainder: ≤ 2.23× 10−406.

Hence, we can let ε = 2× 10−405, and we have

‖Hpert‖r′/32,λ′/16 < ε.

Let us now see the different conditions of the KAM theorem.
We will try to apply it for δ = 5×106, trying to make the three conditions of the KAM theorem
of the same order. We have, for this value, K = 953. Observe besides that the first and the
third terms appearing in the minimum of theorem 3.3 are linear with the Diophantine constant
γ. Let us consider first that this constant is optimal in γ with τ = n = 4. It corresponds to
saying that γ4 = min(ω1, ω2, ω3, ω4)/2, and hence, we let γ4 ∼ 6.31× 10−136.
The three minima have values:

γ4r
′σν

4νC0
∼ 6.44× 10−379,

h′r′

2δ ∼ 6.49× 10−399,
γ4r
′

2Kνδ
∼ 2.41× 10−376.

The first observation is that with the size of the perturbation we derived, we can apply the
KAM theorem. The second observation, is that we do not need the Diophantine condition to
be optimal in γ4. Indeed, we can let γ′4 = γ4 × 10−20, and then we have:

γ′4r
′σν

4νC0
∼ 6.44× 10−399,

h′r′

2δ ∼ 6.49× 10−399,
γ′4r
′

2Kνδ
∼ 2.41× 10−396.

The estimate on the norm of the perturbation not changing (since γ2 is fixed), we can consider
this value to be our final value for the Diophantine condition. We choose to let γ′4 have a
very small value compared to γ4, which was the optimal Diophantine constant γ, and hence to
possibly work on a larger set of Diophantine vectors.
Note that we still have some "room" between the estimate of ε and the minimum of the previous
values. The order of magnitude is 5, and therefore, it is clearly possible to change slightly the
values of Λ0 or of the mi.
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6.1.4 Size of the transformation

With the work done in chapter 3, we can derive some estimates on the size of the transformation
that we just applied. Though, we are first interested on the new frequencies ω′ of the system. We
want to quantify the difference between the frequencies ω′ corresponding to the quasi-periodic
motion in the new variables, and the frequencies ω of the perturbed Hamiltonian. We will
consider here that the initial frequencies are given by ω = H ′0,1(Λ0, I3, I4), wherem < I3, I4 < M .
This frequency vector is entirely known, since we know explicitly H0,1.
Along the scheme, we change three times of frequencies. The first and second times occur when
"pushing" the perturbation further, or more precisely when we add P̄2 and P̄3 to H0,1. Recall
that we only add the part of these Hamiltonian that do not depend on the action I3 and I4.
The third part comes directly from the KAM theorem, and a bound on its estimate is given in
theorem 3.3.
Observe that the parts coming from H0,3−H0,1 are independent of the third and fourth actions.
A simple Cauchy estimates gives a modification in the frequencies of order ∼ 10−93, which is
very small compared to the values of ω1 and ω2, the latter being ∼ 1.68× 10−26.
The estimate in the KAM theorem for the change in frequencies ϕ−Id on the set {θ : |=θ| < λ′/2}
is given by:

‖v(ω)‖ = ‖ϕ− Id‖ ≤ 1.6× 10−5h′ ∼ 1.39× 10−177.

Hence, the frequencies ω′ of the system in the new set of variables are:
ω′1 = ω1 ± 10−92 ∼ 1.68× 10−8 ± 10−132

ω′2 = ω2 ± 10−92 ∼ 1.68× 10−26 ± 10−132

ω′3 = ω3 ± 10−176 ∼ 1.26× 10−129 ± 10−180

ω′4 = ω4 ± 10−176 ∼ 1.26× 10−135 ± 10−180

The change in frequencies is therefore very small. We can as well give the computation of
the other norms appearing in the KAM theorem, so as to have an idea of the size of the
transformations happening in the KAM theorem:

‖ϕ− Id‖L ≤ 2.90× 109,

‖WΦ− Φ0‖ ≤ 4.48× 10−23,

‖WΦ− Φ0‖L ≤ 1.16× 10167.

6.2 Discussion and improvements
In this section, we discuss the result and its dependency in the initial choices. The choices
we made when constructing the final Hamiltonian have a great impact on the possibility of
application of the KAM theorem. We choose to debate these choices, in order to make some
points on possible improvements.

6.2.1 Dependency in the initial parameters

The initial parameters we choose suit the choices made in the computation. Though we can
wonder what happens when trying to change them in a way or another, since all the parameters,
the conditions on KAM theorem and the size of the different parts of the perturbation are
intricately linked.

Decreasing the mass of the planets: When decreasing the mass of the planets, the size of
the perturbation can become a problem for our construction. Indeed, the remainder of the BNF
depends mostly on the size of the variable ρ0 and µ, and does not decrease as fast as the other
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part of the perturbation. The constraints on the application of the KAM theorem on the other
hand are getting more important. Without letting the eccentricities decrease, there exists some
ratio between the mass of the planets and the sun at which we cannot expect the theorem to
hold, using the construction we did. Hence, while letting this ratio decrease, one has to decrease
the eccentricities as well so that we can still remove the perturbation.

Decreasing the mass m2: When decreasing m2, again the remainder of the BNF can cause
a problem for our construction, and one needs to let ρtemp (and therefore the eccentricities)
decrease.

Decreasing the ratio of the semi-major axes: When decreasing a1/a2, the problem arises
from the first transformation ϕεX1

. Indeed, in this case, after applying this map, the remainder
becomes larger than the previous perturbation: ||H̃pert ◦ ϕεX1

|| ≥ ||Hpert||. The problem arises
from the truncation of the Hamiltonian. When the two frequencies are too far, the value of the
order of truncation K becomes close to 1: recall the inequality

K ≤

 γ2

2r
∥∥∥H ′′0,1∥∥∥r,s


1
3

,

the fact that γ2 becomes very small then becomes a problem. When the frequencies are not
close enough, one cannot expect in general to remove the same perturbation as when they are
(we will discuss this problem in another paragraph). Hence, one has to make the ratio between
the mass of the planets and the sun decrease at the same time.

Decreasing the eccentricities: When decreasing the eccentricities, we have to let as well
the analyticity width r1 decrease at the same time, in order to keep the variables I3 and I4
well-defined. Hence, the conditions on the KAM theorem become more restrictive. Though, the
estimate ε4 is independent of the analyticity width r1 and do not decrease. Under some limit
value, the conditions of the KAM theorem are not satisfied anymore because of the size of ε4.
It is nevertheless possible to deal with this problem, by iterating the corollary 2.16 a few more
times, and hence to obtain a suitable value for the size of the perturbation.

Even though changing the initial conditions one by one makes it impossible to remove the
perturbation with a change of variables, if we change the initial condition together, the result
can still hold.
Observe as well that in a neighborhood of the initial values we considered, the result is true.
Hence, it should be possible to change the initial frequencies in order to get close to a Diophantine
vector verifying a sufficient condition to apply the scheme.

6.2.2 Possible improvements of the general results

We can now talk about the different improvements that can be made, in order to apply the
theorem for a larger perturbation. Indeed, the number 10−85 for the ratio between the masses of
the planets and the sun do not seem to be optimal at all. As well, the constraints on the semi-
major axes and on the eccentricities need to be discussed. We will try to express the possible
improvements in an intelligible way, although this discussion is made tougher because a lot of
them are linked. Besides, there exists two different kinds of limits on the scheme we did: some
are technical, as for example the value of the ratio of the semi-major axes, on which we rely to
perform some approximations, and some are theoretical, and come from the theorems we are
using.
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Technical Improvements: Here, we talk mainly of the improvements that can be done with
more computation in the formulas.

• Limit on the semi-major axis: The choice of ratio of the semi-major axes exists mainly
for convenience. Indeed, using the formulas of the expansion of the secular Hamiltonian in
power of the semi-major axes can become quickly cumbersome without any approximation.
That is why we decided to approximate them by their first order. We also chose to let
υ ∼ 0. These two approximations would not be possible in the case of close values of
semi-major axes. Besides, the computation of the inverse map of the frequencies would
require a lot more computation in this case. Yet, removing this assumption could lead
to better results, while making calculation more difficult. Indeed, as we noticed in the
previous discussion, having closer frequencies allows us to obtain a better result when
applying corollary 2.16, as well as in the KAM theorem. If the ratio of the semi-major
axes was close to one, we would have ω1 ∼ ω2 and ω3 ∼ ω4, which would lead to smaller
values of ε2, ε3 and ε4. However, the ratio ω1/ω3 would still be very large, and it should
not be the first improvement one should try to perform.

• Limit on the eccentricities: The limit on the eccentricities comes mostly from the
order of the BNF. We choose to put the secular Hamiltonian under BNF of order 4, and to
consider every higher order as part of the perturbation. This choice obviously requires to
have a very small eccentricity. It is possible to compute at a higher order, by iteration, the
BNF of the secular Hamiltonian, which would lead to the possibility of considering much
larger eccentricities. A possible way would be to compute each term of the perturbation
at the wanted order, in order to reduce the analyticity loss while putting the perturbation
under normal form. Besides, instead of considering a Diophantine condition, it could be
more optimal to consider a non resonance condition of some order, so as to avoid the
presence of a Diophantine constant that could be too small. Observe that in our scheme,
we let the values ρ0 and ρ′0 be of the same order. Indeed, with very small value of the
eccentricities, it is not worthwhile to separate these values. However, when considering
important eccentricities, it can become essential to consider a smaller value of ρ′0, so as to
have r1 as small as necessary. It remains important, while applying the BNF theorem, to
keep track of the analyticity widths.

These remarks justify the fact that these restrictive constraints on the eccentricities and the
ratio of the semi-major axes are not intrinsic in the plane planetary 3 body problem. With more
computation, it is always possible to weaken those. The only limit that should exist, if we can
compute the Hamiltonian at a very high order, is the limit of convergence of the series which
bound the perturbation, which happens for high eccentricities and small ratio of semi-major
axes.

Theoretical Improvements: We consider here the improvements that can be done in the
different theorems, and in the general scheme of the result. We try to list the possible improve-
ments by order of importance.

• Several KAM steps by hand for the final Hamiltonian: The greatest improvement
is probably the possibility of doing one or several steps of corollary 2.16 with the final
Hamiltonian, in dimension 4. Indeed, the conditions required by the KAM theorem are
that the size of the perturbation is less than γ4rσ

ν/c, where c ∼ 1018. In the corollary,
this constant is c ∼ 108 in dimension 4. Hence, it would be quite straightforward to gain
a factor 1010 for the ratio of the masses.

• A more suitable KAM theorem: Our choice of KAM theorem was done by conve-
nience. However, it asks the unperturbed Hamiltonian to be linear in the action. More
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precisely, it requires to add the non-linear terms to the perturbation. This requirement
is, with the initial values, the most restrictive one concerning the value of r′. This kind
of theorem is hence not very suitable to the plane planetary three-body problem. Indeed,
the fact that the initial Hamiltonian is degenerate, and that we use a part of the small
perturbation to remove the degeneracy, makes this theorem difficult to apply. Loosely
speaking, the initial Hamiltonian is HKep+εHpert, and after some transformation, we look
at

HKep + εH̄pert + ε2H2.

Asking that (HKep + εH̄pert)2 · r′2 is of the size of ε2H2 requires that r′ is of the size of
the perturbation, and hence no more related to the actual size of Λ1 or the eccentricities.
This implies a huge and artificial loss of analyticity.
Quantitatively, the value of r′ has two origins, the initial analyticity width related to
the Λi, and the initial analyticity width coming from the value of ρ and ρ′ (which are
themselves given by to the size of the perturbation). In our case, the initial analyticity
width related to the semi-major axes was r1 ∼ 10−69). To make the non-linear part of the
unperturbed Hamiltonian small enough, we have to choose r′ = 3× 10−219, which is a lot
smaller than the first values of r1. Yet, it is difficult to give an order of how much we could
gain with a theorem not asking that the non-linear part must be put in the perturbation.
Indeed, the numerous transformations we did make it difficult to easily track what would
change. It might need some more transformation of the type given by corollary 2.16, but
as well, one could consider larger eccentricities, which would lead to a possibly even better
value of r′...A new theorem might have other requirements as well, and even if it is a good
lead for a great improvement, we cannot pronounce ourselves on its order.

• More generally, a KAM theorem adapted to low and high frequencies: When
performing a KAM step, we use the theorem of Rüssmann 2.10, that is optimal for a
generic Hamiltonian. Though, as we previously observed, our Hamiltonian is specific
in the way that its frequencies are not homogeneous, we have ω1, ω2 � ω3, ω4. And
even more, in the case of a large ratio of Λ1 and Λ2: we have ω1 � ω2 and ω3 � ω4.
In this case, for a small value of K, and a vector k = (k1, k2, k3, k4) ∈ Z4 such that
|k|1 < K, we have ω · k ∼ k1ω1 � γ4/|k|τ1 . Hence, it is possible to improve the estimate of
Rüssmann, by considering that the analyticity loss only takes place for high values of K,
when the Fourier coefficient are getting extremely small. Such a theorem would require
some precise study and estimates on the ratio between the frequencies, and also a more
precise Diophantine condition. To a certain extent, we did this when we used Rüssmann
theorem in the transformation ϕεX1

, considering that our vector (ω1, ω2) satisfied an optimal
Diophantine condition, and we applied Rüssmann theorem to the wanted Hamiltonian.
One could precisely analyze the transformation for small K, and then, when K becomes
large enough and that the kiωi starts to be of the same order, estimate as usual the size
of the new function. With such a theorem, one could improve the estimates on the size of
the transformation we need to use, and therefore on the constants appearing in the KAM
step (and even in the order of the exponents). However, it would be necessary to have a
more specific Diophantine condition: for instance, we could ask for a frequency vector in
dimension n to verify a Diophantine condition for τ = n and some constant γn, and then
for each of its sub-vector of dimension n′ < n to verify a Diophantine condition for τ = n′

and some constant γn,i (the i referring to the precise sub-vector). Such a condition would
allow a precise study of the first terms of the Fourier series of the Hamiltonian generating
the transformation.

• More than 3 steps of corollary 2.16: For several reasons, this could improve the
general result. Indeed, ε4 was close to ε in the application of the KAM theorem. It is
responsible for the fact that we cannot let, as an example, the eccentricities go to zero. If
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we judge that the loss of analyticity width, while performing another iteration, is small,
then one could iterate the corollary several more times. The fact that we have a large
Kepler problem Hamiltonian implies that this transformation works well at first (if the
frequencies ω1 and ω2 are of the same order). One could then increase the ratio of the
masses, and consider more terms in the perturbation. It implies a loss in the analyticity
widths r1 and s1 = λ′, as well as a loss in the analyticity width in the frequencies.

• BNF for the transitional Hamiltonian: The transitional P2, P3 Hamiltonian ap-
pearing when performing a KAM step to the initial perturbation depends on the angle
g = g1−g2. Hence we chose to consider that the part depending on this angle is part of the
perturbation. In the case we want to consider a larger perturbation, and that we need to
apply more KAM steps, it is possible that the parts depending on the angle g are not small
enough. In this case, it is possible to put the Hamiltonian H0,i + P̄i+1 under normal form,
so as to remove the dependency in the angle g of the unperturbed Hamiltonian H0,i+1.
A normal form up to some order n would lead to an estimate of these terms of the size
Pi(ρ0 + ρ′0)n/µn.

• Computing the first Legendre polynomials: We mentioned before some possible
improvements on the estimate of the perturbation. The largest improvement that could
be done was to calculate precisely the first terms of the Legendre polynomials, in order to
have a better estimate when computing its analytic continuation. One can expect to gain
a factor close to 3 by doing such a computation.

• General optimization of the theorems: Broadly speaking, we can say, without taking
any risk, that trying further to improve any constant in the theorems we used could lead
to a gain in the result. Improving any constant, trying to be as optimal as we can in every
possible steps is an effort that could be rewarded by some orders of magnitude in the ratio
of mass we are considering, and therefore will not be a vain effort.

This elements terminates the discussion about the possible improvements that can be done to
improve the result. If some can be done quite straightforwardly, some requires an important
labour to be set up.
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Appendix A

Formulas of the Secular Hamiltonian

A.1 First terms of the series expansion in power of eccentricities

A.1.1 Before Integration

The formulas for the coefficients bi,j,n for i+ j ≤ 4 are trigonometric polynomials:

b0,0,n = 1
4π2

∫
T2
Pn(cos(v2 − v1 + g))dv1dv2

b2,0,n = − 1
4π2

∫
T2

(
n+ 3

2 − (n+ 2)(n+ 3) cos2 v1

)
Pn(cos(v2 − v1 + g))dv1dv2

b0,2,n = b2,0,n

b1,1,n = − 1
4π2

∫
T2

(n+ 2)(n− 1)) cos v1 cos v2Pn(cos(v2 − v1 + g))dv1dv2

b4,0,n = 1
4π2

∫
T2

(
(2n+ 1)(2n+ 3)

8 − (n+ 2)(n+ 3)(2n+ 3) cos2 v1
4 +

(n+ 2)(n+ 3)(n+ 4)(n+ 5)
24 cos4 v1

)
Pn(cos(v2 − v1 + g))dv1dv2

b0,4,n = 1
4π2

∫
T2

(
(2n+ 1)(2n− 1)

8 + (n− 2)(n− 1)(2n− 1) cos2 v2
4 +

(n− 1)(n− 2)(n− 3)(n− 4)
24 cos4 v2

)
Pn(cos(v2 − v1 + g))dv1dv2

b2,2,n = b2,2,0,n + b2,2,2,n cos2 g = 1
4π2

∫
T2

1
16 (n(n+ 1) + (n+ 2)(n+ 3) cos(2v1))×

(n(n+ 1) + (n− 2)(n− 1) cos(2v2))Pn(cos(v2 − v1 + g))dv1dv2

b3,1,n = 1
4π2

∫
T2

(
(n+ 2)(n+ 3

2) cos v1 −
(n+ 2)(n+ 3)(n+ 4)

6 cos3 v1

)
×

(n− 1) cos v2Pn(cos(v2 − v1 + g))dv1dv2

b1,3,n = − 1
4π2

∫
T2

(
n(n+ 7) cos v2 − (n− 2)(n− 3) cos3 v2

)
×

(n− 1)(n+ 2)
12 cos v1Pn(cos(v2 − v1 + g))dv1dv2
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A.1.2 After Integration

Call Lp = 1
24p

(
2p
p

)2

, after integration, for p ≥ 1, these coefficients are:



b0,0,2p = Lp,

b2,0,2p = p(2p+ 1)
2 Lp,

b0,2,2p = p(2p+ 1)
2 Lp,

b1,1,2p+1 = −(2p+ 1)(2p+ 3)
2

p

p+ 1Lp,

b4,0,2p = (p− 1)p(2p− 1)(2p+ 1)
16 Lp,

b0,4,2p = p(p+ 1)(2p+ 1)(2p+ 3)
16 Lp,

b2,2,0,2p = p(2p+ 1)(2p2 + p+ 3)
8 Lp,

b2,2,2,2p = (p− 1)p(2p+ 1)(2p+ 3)
4 Lp,

b3,1,2p+1 = −p(2p+ 1)2(2p+ 3)
8

p

p+ 1Lp,

b1,3,2p+1 = −p(2p+ 1)(2p+ 3)2

8 Lp.
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A.2 First terms of the series expansion in Poincaré coordinates

A.2.1 Full formulas of the coefficients

Calling

Mn = G2
gravσn

(m0 +m1)3n+1

(m0 +m1 +m2)n+1
m2n+3

2
(m0m1)2n−1 ,

ci,j =
∑
n≥2
Mn

Λ2n
1

Λ2(n+1)
2

× bi,j,n,

the average of the Hamiltonian over the fast angle is:

1
4π2

∫
T2
Hpert(Λ1,Λ2,λ1, λ2, e1, e2, g1, g2)dλ1dλ2 =

d0,0,0+d1,0,0Γ1 + d0,1,0Γ2 + d0,0,1Γ0+
d2,0,0Γ2

1 + d0,2,0Γ2
2 + d0,0,2Γ2

0+
d1,1,0Γ1Γ2 + d1,0,1Γ1Γ0 + d0,1,1Γ2Γ0 + o((Γ)2),

with

d0,0,0 = c0,0,

d1,0,0 = 2
Λ1
c2,0, d0,1,0 = 2

Λ2
c0,2, d0,0,1 = 2√

Λ1Λ2
c1,1,

d2,0,0 = 1
Λ2

1
(4c4,0 − c2,0), d0,2,0 = 1

Λ2
2
(4c0,4 − c0,2), d0,0,2 = 4

Λ1Λ2
c2,2,2,

d1,1,0 = 4
Λ1Λ2

c2,2,0, d1,0,1 = 1

Λ
3
2
1 Λ

1
2
2

(4c3,1 − c1,1), d0,1,1 = 1

Λ
1
2
1 Λ

3
2
2

(4c1,3 − c1,1).
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A.2.2 Expansion at the second order in Λ1/Λ2

The expansion of the coefficient di,j at the second order in the ratio of the Λi can be written as

follows (we forget to write o
((

Λ1
Λ2

)8
)

for convenience):



d0,0,0 = + 1
64Λ2

2

(Λ1
Λ2

)4 (
16M2 + 9 M4

(Λ1
Λ2

)4)

d1,0,0 = + 1
32Λ3

2

(Λ1
Λ2

)3 (
24M2 + 45 M4

(Λ1
Λ2

)4)

d0,1,0 = + 1
32Λ3

2

(Λ1
Λ2

)4 (
24M2 + 45 M4

(Λ1
Λ2

)4)
= Λ1

Λ2
d1,0,0

d0,0,1 = − 1
32Λ3

2

(Λ1
Λ2

)11/2(
60M3 + 105M5

(Λ1
Λ2

)4)

d2,0,0 = − 3
128Λ4

2

(Λ1
Λ2

)2 (
16M2 − 15 M4

(Λ1
Λ2

)4)

d0,2,0 = + 3
128Λ4

2

(Λ1
Λ2

)4 (
64M2 + 285M4

(Λ1
Λ2

)4)

d0,0,2 = + 315
128Λ4

2

(Λ1
Λ2

)7 (
4 M4 + 15 M6

(Λ1
Λ2

)4)

d1,1,0 = + 9
64Λ4

2

(Λ1
Λ2

)3 (
16M2 + 65 M4

(Λ1
Λ2

)4)

d1,0,1 = − 15
64Λ4

2

(Λ1
Λ2

)9/2 (
8 M3 + 63 M5

(Λ1
Λ2

)4)

d0,1,1 = − 15
16Λ4

2

(Λ1
Λ2

)11/2(
9 M3 + 35 M5

(Λ1
Λ2

)4)
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Analytical tools

B.1 Remainder of the truncated Fourier series

Let As be the set of functions defined on Tn that are bounded and analytic on the set Tn
s =

{θ ∈ TnC, |=θ| < s}.
Let f ∈ As, for θ ∈ Tn

s , we can write

f(θ) =
∑
k∈Zn

fke
ık·θ.

For all k ∈ Zn, we have |fk| ≤ |f |se−|k|s. Indeed, this result is straightforward using the fact
that f is 2π-periodic in each variable, and analytic and bounded on its set of definition.
Let us consider the truncation of order K ∈ N of f :

TKf =
∑
k≤K

fke
ık·θ.

Lemma B.1. Let s > 0 and σ < s. If f ∈ As, and Kσ ≥ n− 1 then

|f − TKf |s−σ ≤ 4nn!Kne−Kσ|f |s, 0 ≤ σ ≤ s

Proof. We have:

|f − TKf |s−σ ≤
∑

k∈Zn,|k|1>K
|fk| exp(|k|1(s− σ))

≤ |f |s
∑

k∈Zn,|k|1>K
exp(−|k|σ)

≤ 4n|f |s
∑

l∈N,l>K

ln−1 exp(−lσ),

where we used the fact that the number of k ∈ Zn such that |k|1 = l is less than 4nln−1. As for
the last sum, since the general term is strictly decreasing, it can be bounded by the incomplete
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gamma function: ∑
l∈N,l>K

ln−1 exp(−lσ) ≤
∫ ∞
K

xn−1 exp(−xσ)dx

≤ 1
σn

∫ ∞
Kσ

xn−1 exp(−x)dx

≤ (n− 1)!
σn

exp(−Kσ)
n−1∑
k=0

(Kσ)k

k!

≤ (n− 1)!
σn

exp(−Kσ)n× (Kσ)n−1

≤ n!K
n−1

σ
exp(−Kσ)

≤ n!Kn exp(−Kσ).
Injecting this result in the previous inequation, the lemma is proved.

B.2 Inversion of analytic map close to the identity
Recall that we defined the set Oh as the open complex neighborhood of radius h of the subset
of frequencies Ωγ,τ for some γ > 0. Using as usual the sup-norm for maps and vectors, we will
prove the following lemma for the inversion of the frequency vector:
Lemma B.2. Let f : Oh ⊂ Cn → Cn be analytic, such that |f − Id| ≤ δ ≤ h/4 on the set Oh.
Then f has an analytic inverse g on Oh/4, and it satisfies:

|g − Id|h/4,
h

4 |g
′ − Id| ≤ δ

Proof. Call v = f − Id : Oh → Cn.
Let x 6= y be two points of Oh/2 such that f(x) = f(y). We have

|x− y| = |v(x)− v(y)| ≤ |v′|h/2|x− y| ≤
|v|h
h/2 |x− y|

< |x− y|.

Hence, the functions v and f are one-to-one.
Moreover, for any given y ∈ Oh/4, the function

ϕ : Oh/2 → Oh/2

x 7→ y − v(x)
is a contraction. Hence, it has a unique fixed point. We can define for any point y ∈ Oh/4 such
a pre-image by the function f , and this pre-image depends analytically on y.
The function f is therefore a biholomorphism from the set Oh/2 into a subset of Oh. Define the
function g = f−1 on the set Oh/4 onto the set Oh/2. Let y ∈ Oh/4, we have:

|g(y)− y| = |v(g(y))|,
hence the estimate on |g − Id|h/4. As for the derivative:

|g′ − Id|h/4 ≤ |f ′−1 − Id|h/2 ≤
|v′|h/2

1− |v′|h/2

≤ δ/(h/2)
1− δ/(h/2)

≤ 4δ
h
.
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B.3 Semi-global inversion theorem

When looking at the complex Kepler’s equation, we determined a set such that we have an
analytic local diffeomorphism induced by the equation at each point. We require a theorem to
ensure that we not have only a local diffeomorphism, but a semi-global diffeomorphism on the
whole set. We will derive this theorem from a classical global theorem.

Recall the following definitions:

Definition B.3. Lipeomorphism (or Bi-Lipschitz mapping): Let U be an open subset of Rn,
and f : U → f(U) ⊂ Rn a one-to-one correspondence. f is called a lipeomorphism if f and f−1

are Lipschitz continuous.

Definition B.4. Holomorphic diffeomorphism (or Biholomorphism: Let U be an open subset
of Cn. A holomorphic map f : U → f(U) is called a holomorphic diffeomorphism if f is a
one-to-one correspondence and f−1 : U ′ → U is holomorphic.

We will consider in the following three different framework for the theorem: the case of a
Lipschitz function, the case of a Ck function with k ≥ 1, and the case of a holomorphic function.
To simplify the statements, consider the following definitions:

Definition B.5. Let U be an open subset of Cn, and f : U → f(U) ⊂ Rn a function. If
h, u : U → Rn, with h a lipeomorphism (resp. a Ck-diffeomorphism) and u a Lipschitz function
(resp. Ck-function) such that f = h + u, we call the couple (h, u) a lipeo-decomposition of f
(resp. a Ck-decomposition of f).
Let U be an open subset of Cn, and f : U → f(U) ⊂ Cn a function. If h, u : U → Cn, with h a
biholomorphism and u a holomorphic function such that f = h+ u, we call the couple (h, u) a
holo-decomposition of f .

Observe that the decomposition is not unique.

Lipschitz case:

Recall the following classical global inversion theorem:

Theorem B.6. Let f : Rn → Rn a function and (h, u) a lipeo-decomposition of f such that

lip(u ◦ h−1) < 1, (B.1)

then h+ u is a lipeomorphism and

lip(f−1) ≤ lip(h−1)
1− lip(u ◦ h−1)

We will need another theorem before stating our result. This theorem is dealing with the
Lipschitz extension of a map Lipschitz on some subset of a Hilbert space, and was stated and
proved in the case of an Euclidean space by Kirszbraun.

Theorem B.7. (Kirszbraun theorem) Let H1 and H2 be Hilbert spaces. Let A ⊂ H1, and
f : A→ H2 a K-Lipschitz map. Then there exists F : H1 → H2 such that F is K-Lipschitz and
F A = f .

The original proof in the Euclidean case can be found in [34], a full outline of the proof can
be found in the very pedagogical paper of Fremlin [23].
Now we can show the following corollary:
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Corollary B.8. Semi-global inversion theorem:
Let A ⊂ Rn, be a set, f : A → Rn a map such that there exists a lipeo-decomposition (h, u)
verifying

lip(u ◦ h−1) < 1, (B.2)

then f : A→ f(A) is a lipeomorphism and

lip(f−1) ≤ lip(h−1)
1− lip(u ◦ h−1)

With the two previous theorems, the proof is rather easy.

Proof. Let A and f satisfy the hypotheses of the corollary, call (h, u) the
lipeo-decomposition such that lip(u ◦ h−1) < 1.
Call v = u ◦ h−1 and K = lip v, we have f = (Id+ v) ◦ h. Using Kirszbraun theorem B.7, there
exists V : Rn → Rn such that V is K-Lipschitz, and V A = v. Since Id is a lipeomorphism with
Lipschitz constant 1, the hypotheses of theorem B.6 are verified for the function Id+V . Hence,
Id+ V : Rn → Rn is a lipeomorphism and

lip((Id+ V )−1) ≤ 1
1− lip(u ◦ h−1) (B.3)

It is therefore still the case for the restriction of Id+ V to A, and Id+ v : A→ (Id+ v)(A) is a
lipeomorphism.
Whence, f : A→ f(A) is a lipeomorphism and

lip(f−1) = lip(h−1 ◦ (Id+ u ◦ h−1)−1) ≤ liph−1

1− lip(u ◦ h−1) (B.4)

Ck case:

Consider now the case of a function that is Ck for k ≥ 1. In addition to the global inversion
theorem, we need to add a proposition on the regularity. Consider the following (and classical)
proposition:

Proposition B.9. (Regularity) Let x ∈ Rn, and U neighborhood of x. Let f : U → Rn be a
lipeomorphism.

• If f is differentiable in x, and that det f ′(x) 6= 0, then h−1 is differentiable in y = f(x)
and (f−1)′(y) = h′(x)−1

• If besides f is Ck with k ≥ 1, then f−1 is also Ck.

Corollary B.10. Semi-global inversion theorem Ck:
Let k ≥ 1 be an integer, A ⊂ Rn be a bounded domain (i.e. a connected and open set), and
f : A→ Rn a Ck-function. Assume there exists a Ck-decomposition (h, u) of f , such that for all
x ∈ A, det f ′(x) 6= 0, and such that for all closed subset B ⊂ A, supB ‖(u ◦ h−1)′‖ < 1, then
f : A→ f(A) is a Ck-diffeomorphism.

Remark: The hypothesis supB ‖(u ◦ h−1)′‖ < 1 for any closed subset B ⊂ A implies that
there is no singularity in the open set A, though it is possible to have one on the boundary of
A, in other words, it does not prevent the case supA ‖(u ◦ h−1)′‖ = 1.
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Proof. Let A be an bounded domain of Rn and f a function satisfying the hypotheses of the
lemma, with (h, u) its Ck-decomposition.
Let B ⊂ A be a compact set, then h′ and (h−1)′ are bounded on B, and therefore h : B → h(B)
is a lipeomorphism. For the same reason, u is Lipschitz on B, and therefore u◦h−1 too. Calling
K = maxB ‖(u ◦ h−1)′‖, we have K < 1, u ◦ h−1 is therefore K-Lipschitz with K < 1. The
hypothesis of corollary B.8 are satisfied, and therefore f B is a lipeomorphism on its image.
We can now apply proposition B.9 to prove the regularity of the function in the set B̊, which is
open, and therefore the function f : B̊ → f(B̊) is a Ck-diffeomorphism.
Choosing a sequence of increasing closed subset of A, (Bi)i≥1, such that their union is equal to
A, we can apply the preceding scheme on each of these sets. Hence, since

⋃
B⊂A, B closed B̊ = A,

the function f : A→ f(A) is a Ck-diffeomorphism.

Complex case:

Corollary B.11. Holomorphic semi-global inversion theorem:
Let A ⊂ Cn a bounded domain, and f : A→ Cn a holomorphic map. Assume that f there exists
a holo-decomposition (h, u) of f such that for all z ∈ A, its real Jacobian evaluated at the point
z is non-null, and such that for all closed subset B ⊂ A, we have supB ‖(u ◦ h−1)′‖ < 1, then
f : A→ f(A) is a biholomorphism.

Proof. The proof is straightforward. Indeed, identifying C and R2, the hypotheses of corollary
B.10 are satisfied for k ≥ 1, and the complex valued function can be seen as a diffeomorphism
of 2n real variables. Besides, its inverse satisfies the Cauchy-Riemann equations (as in the case
of the local inversion theorem for a complex valued function), and therefore, its inverse seen as
a function of Cn to Cn is holomorphic. Hence the corollary.

Particular case: We will be interested later in the case n = 1. Indeed, the hypothesis on the
real Jacobian then becomes f ′(z) 6= 0.

B.4 Classical formulas for analytic multivariate functions

In this section, we will recall the Taylor’s theorem and the Cauchy’s formula for multivariate
functions (see [50] for more details on the latter). As well, we will write the Whitney extension
theorem (for the demonstration, see [70]). First, we need some definitions.
Define the following notations for α ∈ Nn and x ∈ Rn with n > 0:

|α| = α1 + ...+ αn

α! = α1!...αn!
xα = xα1

1 ...xαnn

Introduce as well for an analytic function f :

f (α) = ∂|α|f

∂α1
x1 ...∂

αn
xn

B.4.1 Taylor expansion of analytic function

Theorem B.12. Let f : Rn → R be a function analytic at the point a ∈ Rn. Then, for k ≥ 0,
there exists a function Rk : Rn → R such that:

f(x)−
∑
|α|≤k

f (α)

α! (x− a)α = Rk(x) = o((x− a)k).
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Moreover, on a closed ball B around a, we have for x ∈ B:

Rk(x) =
∑

|β|=k+1
Rk,β(x)(x− a)β,

with the bound

max
x∈B
|Rk,β(x)| ≤ 1

β! max
|α|=|β|

(
max
x′∈B

f (α)(x′)
)
.

B.4.2 Cauchy Formula

Let a ∈ Cn and ρ = (ρ1, ..., ρn) with ρi > 0. Define the polydisc with center a and radius ρ:

P (a, ρ) = {z ∈ Cn, s.t. |zi − ai| < ρi for i ∈ J1, nK}

Proposition B.13 (Cauchy’s formula). Let Ω be an open set in Cn, f a function holomorphic
on Ω, a ∈ Ω and let ρ = (ρ1, ..., ρn) with ρi > 0 be such that P (a, ρ) ⊂ Ω. Then, for z ∈ P (a, ρ),
we have

f(z) = 1
(2πı)n

∫
|ζ1−a1|=ρ1

...

∫
|ζn−an|=ρn

f(ζ1, ..., ζn)
(ζ1 − z1)...(ζn − zn)dζ1...dζn.

Corollary B.14 (Cauchy’s inequality). If f is holomorphic on Ω and P (a, ρ) ⊂ Ω, we have

f (α)(a) ≤
(

sup
|ζi−ai|=ρj

|f(ζ)|
)
α!ρ−α.

B.4.3 Whitney theorem

Define, for some function f defined on Rn, some m ∈ N, and some α ∈ Nn such that |α| ≤ n,
the following functions:

fα(x) =
∑

|k|≤m−|alpha|

fk+α(x′)
k! (x− x′)k +Rα(x, x′).

Now let A be a closed subset of Rn. We will need some condition of smoothness in this set.

Definition B.15 (Cm in the Whitney sense). Let f be a function defined in the set A and let
m be a positive integer. f is said to be of class Cm in A in the Whitney sense if the functions
fα (|α| ≤ m) are defined in A and the remainders Rα are such that for any point x of A, any
ε > 0, there exists δ > 0 such that if x′ and x′′ are any two points of A ∩B(x, δ) then

|Rα(x′, x′′)| ≤ |x′ − x′′|m−|α|ε.

With this definition, we have the following statement:

Theorem B.16 (Whitney). Let A be a closed subset of Rn and let f be of class Cm (m finite or
infinite) in the Whitney sense. Then there is a function F of class Cm (in the ordinary sense)
in Rn such that

(1) F (α)(x) = fα(x) in A for |α| ≤ m,

(2) F (x) is analytic in Rn.

In particular, f = F A.
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B.5 Solving the cohomological equation
We will prove here a lemma on the solution of the cohomological equation. We are not looking for
an optimal statement with optimal exponents and constants such as the one Rüssmann derived
in [64].
Recall that As0 is the set of function analytic on a polydisc of size s and of 0-average.

Lemma B.17. Let 0 < σ < s ≤ 1, α ∈ D(γ, τ) and g ∈ As0. There exists a unique function
f ∈ As−σ0 such that

∂αf = g.

Besides, there exists a constant C0 depending only on n and τ such that

|f |s−σ ≤
C0

γσn+τ |g|s.

Proof. We have, for θ ∈ Tns , the Fourier expansion of g:

g(θ) =
∑

k∈Zn\{0}
gk exp(ık · θ

Formally, it is straightforward to see that the unique solution f of the cohomological equation
is:

f(θ) =
∑

k∈Zn\{0}

gk
ıα · k

exp(ık · θ.

Since α verifies a Diophantine condition, the coefficients

fk = gk
ıα · k

are well-defined. The function g being analytic on the polydisc of size s, we have

|gk| ≤ |g|s exp(−|k|1s).

Hence, injecting in the formula of f and using the Diophantine condition, we find:

|f |s−σ ≤
|g|s
γ

∑
k∈Zn\{0}

|k|τ1 exp(−|k|1σ)

≤ 4n|g|s
γ

∑
l≥1

ln−1+τ exp(−lσ)

≤ 4n|g|s
γσn+τ−1

∑
l≥1

(lσ)n−1+τ exp(−lσ)

The last sum is roughly equivalent to

1
σ

∫ +∞

0
xn+τ exp(−x)dx,

where the integral depends only on n and τ , whence the lemma.
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